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Welcome

This guide describes the implementation of ArchestrA System
Platform in a virtualized environment, using Microsoft Hyper-V
technology, failover clustering, and other strategies to create High
Availability, Disaster Recovery, and High Availability with Disaster
Recovery capabilities.

You can view this document online or you can print it, in part or whole,
by using the print feature in Adobe Acrobat Reader.

Documentation Conventions

This documentation uses the following conventions:

Convention Used for
Initial Capitals Paths and file names.
Bold Menus, commands, dialog box names, and

dialog box options.

Monospace Code samples and display text.

ArchestrA System Platform Virtualization Guide
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Technical Support

Wonderware Technical Support offers a variety of support options to
answer any questions on Wonderware products and their
implementation.

Before you contact Technical Support, refer to the relevant section(s)
in this documentation for a possible solution to the problem. If you
need to contact technical support for help, have the following
information ready:

The type and version of the operating system you are using.
Details of how to recreate the problem.
The exact wording of the error messages you saw.

Any relevant output listing from the Log Viewer or any other
diagnostic applications.

Details of what you did to try to solve the problem(s) and your
results.

If known, the Wonderware Technical Support case number
assigned to your problem, if this is an ongoing problem.

ArchestrA System Platform Virtualization Guide
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Getting Started with
Virtualization

Virtualization technologies are becoming high priority for IT
administrators and managers, software and systems engineers, plant
managers, software developers, and system integrators.

Mission-critical operations in both small- and large-scale
organizations demand availability—defined as the ability of the user
community to access the system—along with dependable recovery
from natural or man-made disasters. Virtualization technologies
provide a platform for High Availability and Disaster Recovery
solutions.

Using this Guide

The purpose of this guide is to help you to implement ArchestrA
System Platform in a virtualized environment, including:

Implementing some of the new features in Microsoft Windows
Server 2008 R2

Implementing High Availability, Disaster Recovery, or High
Availability with Disaster Recovery using Windows Server 2008
R2 virtualization technologies such as Hyper-V

This chapter introduces and defines virtualization concepts in general,
as well as in a System Platform context. This chapter also defines a
basic workflow and planning framework for your virtualization
implementation.

ArchestrA System Platform Virtual Implementation Guide



14 Chapter 1 Getting Started with Virtualization

Subsequent chapters describe in detail the features of Windows Server
2008 R2 and how to use them, configuring High Availability, Disaster
Recovery, High Availability with Disaster Recover, creating virtual
images, and implementing a virtualized backup strategy.

Subsequent chapters also provide test and performance metrics for a
wide variety of system configurations, including Recovery Time
Objective (RTO), Recovery Point Objective (RPO), and data trend

snapshots.

ArchestrA System Platform Virtual Implementation Guide
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Understanding Virtualization

Virtualization is the creation of an abstracted or simulated—virtual,
rather than actual—version of something, such as an operating
system, server, network resource, or storage device. Virtualization
technology abstracts the hardware from the software, extending the
life cycle of a software platform.

In virtualization, a single piece of hardware, such as a server, hosts
and coordinates multiple guest operating systems. No guest operating
system is aware that it is sharing resources and running on a layer of
virtualization software rather than directly on the host hardware.
Each guest operating system appears as a complete, hardware-based
OS to the applications running on it.

Definitions

This implementation guide assumes that you and your organization
have done the necessary research and analysis and have made the
decision to implement ArchestrA System Platform in a virtualized
environment that will replace the need for physical computers and
instead run them in a virtualized environment. Such an environment
can take advantage of advanced virtualization features including High
Availability and Disaster Recovery. In that context, we'll define the
terms as follows:

Virtualization can be defined as creating a virtual, rather than
real, version of ArchestrA System Platform or one of its
components, including servers, nodes, databases, storage
devices, and network resources.

High Availability (HA) can be defined as a primarily automated
ArchestrA System Platform design and associated services
implementation which ensures that a pre-defined level of
operational performance will be met during a specified,
limited time frame.

Disaster Recovery (DR) can be defined as the organizational,
hardware and software preparations for ArchestrA System
Platform recovery or continuation of critical System
Platform infrastructure after a natural or human-induced
disaster.

While these definitions are general and allow for a variety of HA and
DR designs, this implementation guide focuses on viritualization, an
indispensible element in creating the redundancy necessary for HA
and DR solutions.

The virtualized environment described in this guide is based on
Microsoft Hyper-V technology incorporated in the Windows Server
2008 R2 operating system.

ArchestrA System Platform Virtual Implementation Guide



16 Chapter 1 Getting Started with Virtualization

Types of Virtualization

There are eight types of virtualization:

Hardware

A software execution environment
separated from underlying hardware
resources. Includes hardware-assisted
virtualization, full and partial
virtualization and paravirtualization.

Memory

An application operates as though it has
sole access to memory resources, which
have been virtualized and aggregated into
one memory pool. Includes virtual
memory and memory virtualization.

Storage

Complete abstraction of logical storage
from physical storage

Software

Multiple virtualized environments hosted
within a single operating system instance.
Related is a virtual machine (VM) which
is a software implementation of a
computer, possibly hardware-assisted,
which behaves like a real computer.

Mobile

Uses virtualization technology in mobile
phones and other types of wireless
devices.

Data

Presentation of data as an abstract layer,
independent of underlying databases,
structures, and storage. Related is
database virtualization, which is the
decoupling of the database layer within
the application stack.

Desktop

Remote display, hosting, or management
of a graphical computer environment—a
desktop.

Network

Implementation of a virtualized network
address space within or across network
subnets.

ArchestrA System Platform Virtual Implementation Guide



Understanding Virtualization 17

Virtualization Using a Hypervisor

Microsoft Hyper-V technology implements a type of hardware
virtualization using a hypervisor, permitting a number of guest
operating systems (virtual machines) to run concurrently on a host
computer. The hypervisor, also known as a Virtual Machine Monitor
(VMM), is so named because it exists above the usual supervisory
portion of the operating system.

There are two classifications of hypervisor:

Type 1: Also known as a bare metal hypervisor, runs directly
on the host hardware to control the hardware and to monitor
the guest operating systems. Guest operating systems run as a
second level above the hypervisor.

Type 2: Also known as a hosted hypervisor, runs within a
conventional operating system environment as a second
software level. Guest operating systems run as a third level
above the hypervisor.

Hyper-V Architecture

Hyper-V implements Type 1 hypervisor virtualization, in which the
hypervisor primarily is responsible for managing the physical CPU
and memory resources among the virtual machines. This basic
architecture is illustrated in the following diagram.

Virtual Machine Virtual Machine Virtual Machine

|/—Hypervisor (VMM) ]

ArchestrA System Platform Virtual Implementation Guide



18 Chapter 1 Getting Started with Virtualization

VM and Hyper-V Limits in Windows Server 2008

R2

The following tables show maximum values for VMs and for a server
running Hyper-V in Windows Server 2008 R2 Standard and
Enterprise editions, respectively. By understanding the limits of the
hardware, software, and virtual machines, you can better plan your
ArchestrA System Platform virtualized environment.

Virtual Machine Maximums - Windows Server 2008

R2 Standard Edition

Component Maximum Notes

Virtual processors 4

Memory 64 GB

Virtual IDE disks 4 The boot disk must be
attached to one of the IDE
devices. The boot disk can be
either a virtual hard disk or a
physical disk attached
directly to a virtual machine.

Virtual SCSI 4 Use of virtual SCSI devices

controllers requires integration services
to be installed in the guest
operating system.

Virtual SCSI disks 256 Each SCSI controller
supports up to 64 SCSI disks.

Virtual hard disk 2040 GB Each virtual hard disk is

capacity stored as a .vhd file on
physical media.

Size of physical Varies Maximum size is determined

disks attached to a by the guest operating

VM system.

Checkpoints 50 The actual number depends

(Snapshots) on the available storage and

may be lower.

Each snapshot is stored as an
.avhd file that consumes
physical storage.

ArchestrA System Platform Virtual Implementation Guide
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Component

Maximum

Notes

Virtual network
adapters

12 8 can be the “network
adapter” type. This type
provides better performance
and requires a virtual
machine driver that is
included in the integration
services packages.

4 can be the “legacy network
adapter” type. This type
emulates a specific physical
network adapter and supports
the Pre-execution Boot
Environment (PXE) to
perform network-based
installation of an operating
system.

Virtual floppy
drives

1

Serial (COM) ports

2

Hyper-V Server Maximums - Windows 2008 R2

Enterprise Edition

Component Maximum Notes

Logical processors 64

Virtual processors 8

per logical

processor

Virtual machines 384

per server (running)

Virtual processors 512

per server

Memory 1TB

Storage Varies Limited by what the
No limits ma?agement otperatlng
imposed by system supports.
Hyper-V.

ArchestrA System Platform Virtual Implementation Guide



20 Chapter 1 Getting Started with Virtualization

Component Maximum Notes
Physical network No limits
adapters 1imposed by
Hyper-V.
Virtual networks Varies Limited by available
(switches) No limits computing resources.
imposed by
Hyper-V.
Virtual network Varies Limited by available
switch ports per No limits computing resources.
server .
1imposed by
Hyper-V.

Virtualizing ArchestrA System Platform

Abstraction versus Isolation

With the release of InTouch 10.0, supporting the VMWare ESX
platform, Wonderware became one of the first companies to support
virtual machine operation of industrial software. VMware ESX is
referred to as a "bare metal" virtualization system. The virtualization
is run in an abstraction layer, rather than in a standard operating
system.

Microsoft takes a different approach to virtualization. Microsoft
Hyper-V is a hypervisor-based virtualization system. The hypervisor is
essentially an isolation layer between the hardware and partitions
which contain guest systems. This requires at least one parent
partition, which runs Windows Server 2008.

Note: An abstraction layer is a layer with drivers that make it possible
for the virtual machine (VM) to communicate with hardware (VMware).
In this scenario the drivers need to be present for proper
communication with the hardware. With an isolation layer, the VM uses
the operating system, its functionality, and its installed drivers. This
scenario does not require special drivers. As a comparison, the
abstraction layer in VMware is 32MB and in Hyper-V it is 256kb.

ArchestrA System Platform Virtual Implementation Guide
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The following diagram shows a common ArchestrA System Platform
topology, non-virtualized:

InTouch for 5P

W

Field Davices

The following diagram shows the same environment virtualized using
Hyper-V:
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Levels of Availability

When planning a virtualization implementation—for High
Availability, Disaster Recovery, Fault Tolerance, and Redundancy—it
is helpful to consider levels or degrees of redundancy and availability,
described in the following table.

Level Description Comments
Level 0 No redundancy built Expected failover:
Redundancy into the a?ch1te§t‘ure for None

safeguarding critical

architectural

components
Level 1 Redundancy at the Expected failover:
Cold Application Object level 10 to 60 seconds
Stand-by Safeguards single points
Redundancy  of failure at the

DAServer level or AOS

redundancy.
Level 2 With provision to Expected failover:
High synchronize in Uncontrolled 30 seconds
Availability real-time to 2 minutes,
(HA) Uses virtualization

techniques

Can be 1-n levels of
hot standby

Can be
geographically
diverse (DR)

Uses standard OS
and nonproprietary
hardware

DR 2 - 7 minutes

ArchestrA System Platform Virtual Implementation Guide
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Level Description Comments
Level 3 Redundancy at the Expected failover:
Hot apphcatlon leYel Next cycle or single digit
. typically provided by
Redundancy: seconds
Invensys controllers. For
example, hot backup of
Invensys software such
as Alarm System.
Level 4 Provides lock-step Expected failover:
Lock-step failover Next cycle or without
Fault loss of data.
'(I‘F(‘)%E)arance For ArchestrA System

Platform, this would be
a Marathon-type

solution, which also can
be a virtualized system.

High Availability

About HA

High Availability refers to the availability of resources in a computer
system following the failure or shutdown of one or more components of
that system.

At one end of the spectrum, traditional HA has been achieved through
custom-designed and redundant hardware. This solution produces
High Availability, but has proven to be very expensive.

At the other end of the spectrum are software solutions designed to
function with off-the-shelf hardware. This type of solution typically
results in significant cost reduction, and has proven to survive single
points of failure in the system.
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High Availability Scenarios

The basic HA architecture implementation described in this guide
consists of an online system including a Hyper-V Server and a number
of virtual PCs, linked by a LAN to an offline duplicate system. The
LAN accommodates a number of networks including a plant floor
network linked to plant operations, an I/O network linked to field

devices, and a replication network linked to storage.

High Availability {HA) Architecture

Plant Operations (Remote Desktop ar Physical PCs)

online System /LAN \.

Plant floor Network

Replication Hetwork

irtual P
irtual PC2
irtual PC3
irtual PCh

.| 5

Hyper-y Server-1 /0 Network

Offline System

1
I
I
I

hirtual PO

itual PCn—

v

Hypery' Server-1

Field Devices (1/0, PLCs, ..}
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This basic architecture permits a number of common scenarios.

IT maintains a A system engineer fails over all
virtual server. virtual nodes hosting ArchestrA

System Platform software to back up

the virtualization server over the
LAN.

For a distributed system, the system
engineer fails over all virtual nodes to

back up the virtualization server over
a WAN.

IT performs the required
maintenance, requiring a restart of
the primary virtualization server.

Virtualization

server The primary virtualization server

hardware fails. hardware fails with a backup

virtualization server on the same

LAN.

For a distributed system, the
virtualization server hardware fails
with a backup virtualization server
over WAN.

Note: This scenario is a hardware failure,
not software. A program that crashes or
hangs is a failure of software within a
given OS.

A network fails on a Any of the primary virtualization

virtual server.

server network components fail with a
backup virtualization server on the
same LAN, triggering a backup of
virtual nodes to the backup
virtualization server.

Any of the primary virtualization
server network components fail with a
backup virtualization server
connected via WAN, triggering a
backup of virtual nodes to the backup
virtualization server over WAN.
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For these scenarios, the following expectations apply:

For the maintenance scenario, all virtual images are up and
running from the last state of execution prior to failover.

For the hardware and network failure scenarios, the virtual
images restart following failover.

For LAN operations, you should see operational disruptions for
approximately 2-15 seconds (LAN operations assumes
recommended speeds and bandwidth. For more information refer
to "Networks" on page 31).

For WAN operations, you should see operational disruptions for
approximately 2 minutes (WAN operations assumes recommended
speeds and bandwidth. For more information refer to "Networks"
on page 31).

Note: The disruption spans described here are general and
approximate. For specific metrics under a variety of scenarios, see the
relevant Recovery Time Objective (RTO) and Recovery Point Objective
(RPO) sections in chapters 2, 3, and 4.

Disaster Recovery

About DR

Disaster Recovery planning typically involves policies, processes, and
planning at the enterprise level, which is well outside the scope of this
implementation guide.

DR, at its most basic, 1s all about data protection. The most common
strategies for data protection include the following:

Backups made to tape and sent off-site at regular intervals,
typically daily.
For the hardware and network failure scenarios, the virtual

images restart following failover

For the hardware and network failure scenarios, the virtual
images restart following failover

Backups made to disk on-site, automatically copied to an off-site
disk, or made directly to an off-site disk.

Replication of data to an off-site location, making use of storage
area network (SAN) technology. This strategy eliminates the need
to restore the data. Only the systems need to be restored or synced.

High availability systems which replicate both data and system
off-site. This strategy enables continuous access to systems and
data.
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The ArchestrA System Platform virtualized environment implements
the fourth strategy—Dbuilding DR on an HA implementation.

Disaster Recovery Scenarios

The basic DR architecture implementation described in this guide
builds on the HA architecture by moving storage to each Hyper-V
server, and moving the offline system to an off-site location.

Disaster Recovery (DR) Architecture

Plant Operations (Remote Desktop or Physical PCs)

Site A Site B
Cnline System /WAN ‘\\ Cffline Systern

Plant floor Hetwork i ii ii i i i

— (] o — i=— hC~ W0 | [

O o o & O O G L G

[ | [ (N . . [ T T I I

= = = = Replication Network = 1= = | =

-} = = -} (s T e T s T | [ |
ElE £ p £ 0E [IE | =

me- [ e e |

Hype -y Server-1 ﬁ /0 Network Hypery' Server-1 ﬁ

Field Devices (1/0, PLCs, ..}

The DR scenarios duplicate those described in "High Availability
Scenarios" on page 24, with the variation that all failovers and
backups occur over WAN.

High Availability with Disaster Recovery

About HADR

The goal of a High Availability and Disaster Recovery (HADR) solution
is to provide a means to shift data processing and retrieval to a
standby system in the event of a primary system failure.

Typically, HA and DR are considered as individual architectures. HA
and DR combined treat these concepts as a continuum. If your system
is geographically distributed, for example, HA combined with DR can
make it both highly available and quickly able to recover from a
disaster.
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HADR Scenarios

The basic HADR architecture implementation described in this guide
builds on both the HA and DR architectures adding an offline system
plus storage at "Site A". This creates a complete basic HA

implementation at "Site A" plus a DR implementation at "Site B" when
combined with distributed storage.

DR & HA Combined Architecture

Plant Operations (Remaote Desktop or Physical PCs)

Site A Site B

Online System Offline System /W.I'-IN \ Offline System

Plant floor Network

Replication Network

irtual PC2
irtual PC3
itual PCn
itual PC2
irtual PC3
irtual PCn

itual PC2
irtual PC3
itual PCn

Hyper-v Server1 ﬁ Hypert/ Server—2ﬁ I/0 Network Hyper-y Sewer_gﬁ

J

Field Devices {1/0, PLCs, ..)

The scenarios and basic performance metrics described in "High
Availability Scenarios" on page 24 also apply to HADR.

Planning the Virtualized System

Planning an ArchestrA System Platform virtualization
implementation is a three-step process:

1 Assess your existing System Platform installation
2 Assess virtualization requirements
3 Extend your assessment to define HA, DR, or HADR

For more information about configuring HA, DR, and HADR, see the
following chapters:

Chapter 2, "Working with High Availability,"
Chapter 3, "Working with Disaster Recovery,"

Chapter 4, "Working with High Availability and Disaster
Recovery,"
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Assessing Your System Platform Installation

In most cases, a System Platform installation already exists. You will
need to create an assessment of the current architecture. You can start
with a basic topology diagram, similar to the following:

Information
Client

InTouch for 5P
w/Trend

Informatioen Historian
Sarvar Sarver

Field Devices

Once you have diagramed your topology, you can build a detailed
inventory of the system hardware and software.

Microsoft offers tools to assist with virtualization assessment and
planning.

Microsoft Assessment and Planning Toolkit (MAP)

The MAP toolkit is useful for a variety of migration projects,
including virtualization. The component package for this
automated tool is available for download from Microsoft at the
following address:

http://www.microsoft.com/downloads/en/details.aspx?FamilyID=67
240b76-3148-4e49-943d-4d9ea7f77730&displaylang=en

Infrastructure Planning and Design Guides for Virtualization
(IPD)

The IPD Guides from Microsoft provide a series of guides
specifically geared to assist with virtualization planning. They are
available for download from Microsoft at the following address:

http://technet.microsoft.com/en-us/solutionaccelerators/ee395429
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Sizing Recommendations for Virtualization

This section provides sizing guidelines and recommended minimums
for ArchestrA System Platform installations.

For a virtualization-only implementation, you can use these
minimums and guidelines to size the virtualization server or servers
that will host your System Platform configuration.

Cores and Memory

Spare Resources

The host server should always have spare resources of 25% above what
the guest machines require.

For example, if a configuration with five nodes requires 20GB of RAM
and 10 CPUs, the host system should have 25GB of RAM and

13 CPUs. If this is not feasible, choose the alternative closest to the
25% figure, but round up so the host server has 32GB of RAM and

16 cores.

Hyper-Threading

Hyper-Threading Technology can be used to extend the amount of
cores, but it does impact performance. An 8-core CPU will perform
better than a 4-core CPU that is Hyper-Threading.

Storage

It is always important to plan for proper Storage. A best practice is to
dedicate a local drive or virtual drive on a Logical Unit Number (LUN)
to each of the VMs being hosted. We recommend SATA or higher
interfaces.

Recommended Storage Topology

To gain maximum performance, the host OS also should have a
dedicated storage drive. A basic storage topology would include:

Host storage
VM storage for each VM
A general disk

This disk should be large enough to hold snapshots, backups, and
other content. It should not be used by the host or by a VM.
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Recommended Storage Speed

Boot times and VM performance are impacted both by storage
bandwidth and storage speed. Faster is always better. Drives rated at
7200 rpm perform better than those rated at 5400 rpm. Solid-state
drives (SSDs) perform better than 7200-rpm drives.

Keep in mind that multiple VMs attempting to boot from one hard
drive will be slow, and your performance will experience a significant
degrade. Attempting to save on storage could well become more costly
in the end.

Networks

Networking is as important as any other component for the overall
performance of the system.

Recommended Networking for Virtualization

If virtualization is your only requirement, your network topology could
include the following elements:

Plant network
Storage network
Hyper-V network.

A best practice is to establish, on every node, an internal-only Static
Virtual Network. In the event that the host and the guest VMs become
disconnected from the outside world, you will still be able to
communicate through an RDP session independent of external
network connectivity.

Recommended Networking for HA

If HA is your requirement, then we recommend using fast, dedicated
drives for local use. In the case of a Storage Area Network (SAN), we
recommend using iSCI 1GB/s as a minimum configuration.

A higher-performance configuration would be an FO connection to the
storage at 10GB/s. For HA, we recommend a dedicated network for
Hyper-V at 1GB/s. This will ensure fast transfers when using Quick
Migration and Live Migration.

Recommended Minimums for System Platform

Following are approximate numbers of nodes to define small, medium,
and large systems.

Small: 1-3 nodes
Medium: 4-8 nodes

Large: More than 8 nodes
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The following table provides recommended minimums for System
Platform configurations.

Cores RAM Storage
Small Systems
GR Node 2 2 100
Historian 2 2 250
Application 2 2 100
Server
RDS Servers 2 2 100
Information 2 2 100
Servers
Historian 2 2 100
Clients

Medium and Large Systems

GR Node 4 4 250
Historian 4 4 500
Application 24 4 100
Server
RDS Servers 4-8 4-8 100
Information 4 4 100
Server
Historian 2 4 100
Clients

After installation of the server, you will start from scratch, or you can
use the existing installation. A free tool on Microsoft TechNet called
Disk2vhd supports extracting a physical machine to a VHD file. The
Disk2vhd tool is available for download from Microsoft at the following
address:

http://technet.microsoft.com/en-us/sysinternals/ee656415

Another tool you can use to migrate physical machines into to a virtual
environment is VMM2008. This tool is availble for purchase from
Microsoft. For more information, see the following Microsoft address:

http://www.microsoft.com/systemcenter/en/us/virtual-machine-manag
er.aspx
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Defining High Availability

To define a High Availability implementation, you need to plan for the
following requirements:

@ Server specification doubles

Double the baseline configuration is required for shadow nodes in
the Failover Cluster.

@  Minimum OS requirements increase

Failover is supported only on Windows Server 2008 R2 Enterprise
and higher operating system editions.

Also, live migration, remote applications, and other features are
available only if the host machines are Windows Server 2008 R2
editions.

The following shows a System Platform HA implementation.

Hyper V Server 1

Historian

" Failover Clustel

InTouch el

RDS Server

Offline System High Available VIM’s

Windows 2008 R2 Servers

To implement HA, we strongly recommend the use of a SAN
configured with the sizing guidelines and recommendations outlined
in the preceding section.
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Defining Disaster Recovery

To define a Disaster Recovery implementation, you need to plan for
the following requirements:

@ Adding a second server set with the same specifications as the first

The second server set moves to the off-site location and connects
over LAN or (more likely) WAN.

@ Configuring minimum bandwidth

The minimum network bandwidth is 100MB/sec. Recovery times
improve with higher network speeds.

@ Installing and configuring third-party software

Third party software from SIOS (SteelEye) mirrors the drives from
site A to site B. The replication can be done on a SAN system or as
shown in the illustration,with regular local hard drives.

Important: Mirrored partitions must have identical drive letters and
sizes.

InTouch

Historian

Replication Network 1 Lt
WAN
Online System High Available VIW's Offline System High Available VIM's

Windows 2008 R2 Servers

ArchestrA System Platform Virtual Implementation Guide



Planning the Virtualized System o 35

Defining High Availability and Disaster Recovery
Combined

An important advantage from implementing HA and DR in the same
scenario is that a local HA set can quickly resume functionality upon
failure. In the event that site A is offline, the system can resume at
site B without intervention from site A.

To define a HADR implementation, you need to plan for the following
requirements:

@ Sizing
You'll need to triple the size of the estimated baseline server.

@ SANs

Two SANSs are required—one local and one remote—to host the
storage. In HADR implemenation, the local configuration uses the

failover cluster configuration and the set of VMs are replicated to a
remote site.

Hyper V Server 1 Hyper V Server 3

InTouch
RDS Server
Historian

Replication Network
WAN Offline System High Available VM's

Windows 2008 R2 Servers
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Working with High
Availability

This section introduces virtualization high-availability solutions that
improve the availability of System Platform Products. A
high-availability solution masks the effects of a hardware or software
failure, and maintains the availability of applications so that the
perceived downtime for users is minimized.

The set-up and configuration procedures, expected Recovery Time
Objective (RTO) observations, Recovery Point Objective (RPO)
observations, and data trend snapshots are presented first for
small-scale virtualization environment, and are then repeated for
medium-scale virtualization environment.

Recommendations and Best Practices

Ensure that auto log on is set up for all Hyper-V virtual machines
running the System Platform products. This is to ensure that these
Hyper-V virtual machines start up automatically after the failover.

Ensure the time on all the Hyper-V host servers, the virtual
machines and all other nodes which are part of the High
Availability Environment are continuously synchronized.
Otherwise, the Hyper-V virtual machines running on the host
experience time drifts and results in discarding of data.You can
add the time synchronization utility in the Start Up programs so
that this utlity starts automatically whenever the Hyper V
machine reboots.
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On the host servers disable all the network cards which are not
utilized by the System Platform Environment. This is to avoid any
confusion during the network selections while setting up the
cluster.

Ensure the Virtual Networks created in Hyper-V Manager have
the same name across all the nodes which are participating in the
Cluster. Otherwise, migration/failover of Hyper-V virtual
machines will fail.

System Platform Product-specific
Recommendations and Observations

During the preparation for Live and Quick migrations it is
observed that the network freezes intermittently and then at
the time of actual migration connectivity to the VM is lost. As a
result, the System Platform node under migration experiences
intermittent data loss during the preparation for Live and
Quick migrations, and then has a data gap for the duration of
actual migration.

Historian

In case of Live and Quick migration of Historian, you may
notice that Historian logs values with quality detail 448 and
there may be values logged twice with same timestamps. This
is because the suspended Historian VM starts on the other
cluster node with the system time it was suspended at before
the migration. As a result, some of the data points it is
receiving with the current time seem to be in the future to the
Historian. This results in Historian modifying the timestamps
to its system time and updating the QD to 448. This happens
until the system time of the Historian node catches up with the
real current time using the TimeSync utility, after which the
problem goes away. So, it is recommended to stop the historian
before the migration and restart it after the VM is migrated
and its system time is synced up with the current time.

Live and Quick migration of Historian should not be done when
the block change over is in progress on the Historian node.

If a failover happens (for example, due to a network disconnect
on the source Host Virtualization Server) while the Historian
status is still “Starting”, the Historian node fails over to the
target Host Virtualization Server. In the target host, Historian
fails to start. To recover from this state, kill the Historian
services that failed to start and then start the Historian by
launching the SMC.
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InTouch

Ensure that InTouch Window Viewer is added to the Start Up
programs so that the view is started automatically when the
virtual machine reboots.

Application Server

If a failover happens (for example, due to a network disconnect
on the source Host Virtualization Server) while the Galaxy
Migration is in progress, the GR node fails over to the target
Host Virtualization Server. In the target host, on opening the
IDE for the galaxy, the templates do not appear in the
Template toolbox and in Graphic toolbox. To recover from this
state, delete the galaxy and create new Galaxy. Initiate the
migration process once again.

If a failover happens (for example, due to an abrupt power-off
on the source Host Virtualization Server) while a platform
deploy is in progress, the Platform node fails over to the target
Host Virtualization Server. In the target host, some objects will
be in deployed state and the rest will be in undeployed state. To
recover from this state, redeploy the whole Platform once
again.

If a failover happens (for example, due to an abrupt power-off
on the source Host Virtualization Server) while a platform
undeploy is in progress, the Platform node fails over to the
target Host Virtualization Server. In the target host, some
objects will be in undeployed state and the rest will be in
deployed state. To recover from this state, undeploy the whole
Platform once again.

Data Access Server

In case of Live and Quick migration of I/O Server node (for
example, DASSIDirect), InTouch I/O Tags acquiring data from
that I/O server needs to be reinitialized after the I/O server
node is migrated. To automatically acquire the data for these
tags from the I/0 server after migration, it is recommended to
have an InTouch script which monitors the quality status of
any of those tags and triggers reinitialize I/O once the quality
goes to bad. Execute this script every 3 to 5 seconds until the
tag quality becomes good.
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Working with a Small Scale Virtualization
Environment

This section contains the following topics:
Setting Up Small Scale Virtualization Environment

Configuration of System Platform Products in a Typical Small
Scale Virtualization

Expected Recovery Time Objective and Recovery Point Objective

Snapshots of Data Trends and Observations

Setting Up Small Scale Virtualization
Environment

The following procedures help you to set up and implement a small
scale virtualization environment.

Note: In the event that the private network becomes disabled, you
may need to add a script to enable a failover. For more information, see
"Failover of the Virtual Machine if the Domain/ Private Network is
disabled" on page 80

Planning for Small Scale Virtualization Environment

The following table lists the minimum and recommended hardware
and software requirements for the machines used for a small scale
virtualization environment:

Hyper-V Hosts

Processor: Two - 2.66 GHz Intel Xeon with - 8 Cores

Operating System Windows Server 2008 R2 Enterprise with
Hyper-V Enabled

Memory 12GB

Storage Local Volume with Capacity of 500 GB

Note: For the Hyper-V Host to function optimally, the server should
have the same processor, RAM, storage and service pack level.
Preferably the servers should be purchased in pairs to avoid hardware
discrepancies. Though the differences are supported, it will impact the
performance during failovers.

ArchestrA System Platform Virtualization Guide



Working with a Small Scale Virtualization Environment 41

Virtual Machines

Using the above Specified Hyper-V Host, three virtual machines can
be created with the following Configuration.

Virtual Machine 1: DAS SI, Historian, and
Application Server (GR) node

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 R2 Standard

Memory

4GB

Storage

80 GB

System Platform
Products Installed

Historian, ArchestrA, DAS SI
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Virtual Machine 2: Application Server Runtime

node 1

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 R2 Standard

Memory

2 GB

Storage

40 GB

System Platform
Products Installed

Application Server Runtime only, and
InTouch

Virtual Machine 3: Information Server node,
InTouch, and Historian Client

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 Standard

Memory

4 GB

Storage

40 GB

System Platform
Products Installed

Information Server , InTouch, Historian
Client

Note: There should be a minimum of two Hyper-V hosts to configure

the failover cluster.

Network Requirements

For this high availability architecture, you can use two physical
network cards that need to be installed on a host computer and
configured, to separate the domain network and the process network.
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Configuring Failover Cluster

The following is the recommended topology of the failover cluster for a
small scale virtualization environment.

Client Machine

%ﬁm—

1 GE+’S Tzlwwi| Switch

and

This setup requires a minimum of two host servers. Another
independent node is used for configuring the quorum. For more
information on configuring the quorum, refer to "Configuring Cluster
Quorum Settings" on page 59. In this setup, the same or a different
node can be used for the storage of virtual machines.

The following procedures help you to install and configure a failover
cluster, that has two nodes, to set up on a small scale virtualization
environment.

Installing Failover Cluster

To install the failover cluster feature, you need to run Windows Server
2008 R2 Enterprise Edition on your server.
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To install the failover cluster feature on a server

1 On the Initial Configuration Tasks window, under Customize This
Server, click Add features. The Add Features Wizard window
appears.

Note: The Initial Configuration Tasks window appears if you have
already installed Windows Server 2008 R2. If it does not appear, open
the Server Manager window, right-click Features and click Add
Features. For information on accessing the Server Manager window,
refer to step 1 of "To validate failover cluster configuration" on

page 141.
Add Features Wizard [ %]
=
B Select Features
9
Features Select one or more features ta install on this server,
Confirmation Features: Descripkion:
Progress MET Framework 3.5.1 Features (Installed) 4| Eallover Custering allows multiple_
- i servers ko work together to provide
Resulks [[] Background Intelligent TransFer Service (BITS)

high awailability of services and

[] BitLacker Drive Encryption applications, Failover Clustering is
[7] BranchCache often used for file and print services,
[] connection Manager Adrinistration Kit database and mail applications.

[ Desktop Experience
|: DirectAccess Management Consols
v skering
|: Graup Policy Management
[ 1nk and Handwriting Services
] Inkernet Printing Clisnt
l: Internet Storage Name Server
] LPR Part Moritar
[] Message Queuing
] Mulkipath 1jo
[ Metwork Load Balancing
[] Peer Mame Resalution Protacal
[ quality Windows Audio Video Experisnce
l: Remote Assistance

| ["] Remate Differential Comoression | _I;I
4 *

More about Features

= Preyious | Mext = I Inistall Cancel
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2 In the Add Features Wizard window, select the Failover

Clustering check box and click Next. The Confirm Installation
Selections area appears.

Add Features Wizard [ %]

=

__;i[%::lz' Confirm Installation Selections
L

Features
Toinstall the Following roles, role services, or Features, click Install.
Canfirmation .
(i) 1 inFormational message below
Progress -
Restits

( i ) This server might need to be restarted after the installation completes,

Failover Clustering

Print, e-mail, or save this information

< Previous | HlExt = | Install I Cancel |

45

3 To complete the installation, view the instructions on the wizard

and click Install. The Installation Results area appears with the
installation confirmation message.

Add Features Wizard [ <]

] )
- %}’ Installation Results
LS

Features ) )
The Fallowing roles, role services, or features were installed successfully:
Confirmation
1. 1 warning message below
Progress o

Results

1. Windows automatic updating is not enabled. To ensure that your newly-installed role or feature is
~ automatically updated, turn on Windows Update in Control Panel,

Failover Clustering 0 Installation succeeded

Print, e-mail, o save the installation report

< Preyious I Tlext = | Close I Cance]

Click Close to close the Add Features Wizard window.
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Note: Repeat the above procedure to include all the other nodes that
are part of the Cluster configuration process.

Validating Failover Cluster Configuration

You must validate your configuration before you create a cluster.
Validation helps you to confirm the configuration of your servers,
network, and to storage meets the specific requirements for failover
clusters.

To validate failover cluster configuration

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

[ Server Manager [_[O]x]

Features
Diagnostics
i} Canfiguration
25 storage

Fle  Action  View  Help

Server Manager (CAPRICORN)

=N

) Server Summary

~/ Computer Information
Full Computer Rame:
Dorain:
vDomain:
wPlant:
Rennote Desktop:

Server Manager Remote
Management:

Product ID:

¥ Do nat show me this consale at logan.

~) Security Information
Windaws Firewall
‘Windows Updates:

Last checked for updates:

i—j } Get an overview of the status of this server, perfarm tap management tasks, and add or remave server rales and Features.
]

CAPRICORN. space.com
space.com

Assigned by DHCP
182.168.0.165, IPv6 enatled
Enabled

Enabled

00486-001-0001076-84653 {Activated)

This setting is controlled by Group Policy.

Domain: OFF, Public: OFF
Instal updates aukomatically using Windows Update

Hever

% Last Refresh: Today at 3:21 PM  Configure refresh

I server Summary Help

& Change System Properties
£ view Mekwork Connections
i Configure Remote Deskkop

Sk, Configure Server Manager Remote
Management

i Goto windaws Firewall

#] Corfigure Updates

+1 Check for New Roles

S Run Security Configuration tizard
W Configure IE ESC
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2 Expand Features and click Failover Cluster Manager. The

Failover Cluster Manager area appears.

Note: If the User Account Control dialog box appears, confirm the

action you want to perform and click Yes.

erver Manager

ction  View

Giagnostics
/4 Configuration
2 Storage

Help

Failover Cluster Manager

Failover Cluster Manager

2 Create fallover clusters. valdale hardware for potenial failover clusters, and perform configuration changes ta your failver clusters.

+ Overview

A tailover cluster is a set of independent computers that work together to increase the availabilly of services and applications. The clustered

servers (called nodes) are connected by physical cables and by software. If one of the nodes fails, another node begins to provide services
(a process known as failover)

« Clusters

* Management

To begin to use Failover clustering, first validate your hardware configuration, then cieate a cluster. After these steps are complete, you can

manage the cluster. Managing a cluster can inciude migrating services and appiications to it from & cluster unning \Windows Server 2003,
windows Server 2008, or Windows Server 2008 R2.

[E) aldate 2 Confiquistion i Understanding cluster validtion tests

B LCicatea Cluster [ Creating a failover cluster er adding a cluster node

[E) Manage s Chuster [ Manasing  feilover cluster

[ Miauating services and applications from & cluster

< More Information

Ezilover cluster topics on the Wwieb

& Failover cluster commurities on the s

Micosoft support page on the Wb
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3 Under Management, click Validate a Configuration. The Validate
a Configuration Wizard window appears.Click Next.

K validate a Configuration Wizard

JJ" Before You Begin

This wizard runs walidation tests to determine whether this configuration of servers and attached storage is
set up comectly to support falover. & cluster solution is supported by Microsoft only if the complete
configuration [servers, netwark, and storage| passes all tests in this wizard. In addition, all hardware
components in the cluster zolution must be "Cetified for Windows Server 2008 R2"

Cluzter

Testing Optiohs X
If you want to validate a set of unclustered servers, vou need ko know the names of the servers,

Canfirmation Important: the storage connected to the selected servers will be unavailable during walidation tests.
Wl IF you want to validate an existing Failover cluster, pou need to know the name of the cluster or one of its
Summary nodes.

You must be a local administrator on each of the servers you want to validate.

To continue, click Mext

More abowt preparning your hardware For walidation

More about cluster validation tests

" Da not shavi this page again

4 In the Select Servers or a Cluster area, do the following:
a Click Browse or enter next to the Enter name box and select

the relevant server name.

Note: You can either enter the server name or click Browse and select
the relevant server name.

b In the Selected Servers list, click the required servers, and
then click Add.

c Click Next. The Testing Options area appears.

Note: You can add one or more server names. To remove a server
from the Selected servers list, select the server and click Remove.

Bl validate a Configuration Wizard

'E‘i-_*‘-' Select Servers or a Cluster

EBefore You Begin To validate a set of servers, add the names of all the servers.
To test an existing cluster, add the name of the cluster or one of its nodes.

Testing O ptions
Enter name: || Browse... |

Confimation

Erge Selected servers: Capricom. space.com Add
Wil gemini zpace. com

Summary Hemayve |

< Previous | Mext > I Cancel
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d Click Next. The Testing Options area appears.

Note: You can add one or more server names. To remove a server
from the Selected servers list, select the server and click Remove.

'.”'25 Validate a Configuration Wizard

%gﬂ Testing Options

Before You Begin Choose between unning all tests or unning sedected tests.
Emsm“s oy The tests include Inventory tasks, Network tests, Storage tests, and System Configuration tests.

Micrasaft supposts a cluster solution only i the complets configuration [servers, network, and storage] can
pass all tests in this wizard. In addition, al hardware components in the chuster solution must be "Certified
for Windows Server 2008 R2"

" Run all tests [recommended)

Mote about cluster vabdation tests

<Previous | MNew> | Cancel |

5 Click the Run only tests I select option to skip storage validation
process, and then click Next. The Test Selection area appears.

Note: Click the Run all tests (recommended) option to validate the
default selection of tests.

Kl validate a Configuration Wizard

i:g] Test Selection
Belore You Begin Select the tests that you want Lo run. A few tests are dependent on other tests, |f you choose a
dependent test, the test that it depends on will also un
Sebect Servers of 3
Cluster -
Testing Opi Descripbon
These tests gather and
an display information sbout the
- [ System Configuration nodes.
M B v i H
< Prewious Mext > Cancel
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6 C(lear the Storage check box, and then click Next. The Summary
screen appears.

2 Yalidate a Configuration Wizard

454 Summary

Befare Y'ou Begin Testing has completed for the tests pou selected. Ta confirm that pour cluster solution is
! _ zupported, you must run all tests. A cluster zolution is supported by Microzoft anly if it passes all
Select Servers or a cluster validation tests.
Cluzter
Testing Options ~
e Failover Cluster Validation Report j
Canfirmation
Validating Node: capricorn.space.com
Summary Node: gernini.space.com
ol . 4
To wiew the report created by the wizard, click Yiew Report. View R b
To cloge thiz wizard, click Finish. TS e

Create the cluster now using the validated nodes..

More about cluster validation tests

7 Click View Report to view the test results or click Finish to close
the Validate a Configuration Wizard window.

A warning message appears indicating that all tests have not been
run. This usually happens in a multisite cluster where storage tests
are skipped. You can proceed if there is no other error message. If the
report indicates any other error, you need to fix the problem and rerun
the tests before you continue. You can view the results of the tests
after you close the wizard in SystemRoot \ Cluster \ Reports\ Validation
Report date and time.html where SystemRoot is the folder in which the
operating system is installed (for example, C:\Windows).

To know more about cluster validation tests, click More about cluster
validation tests on Validate a Configuration Wizard window.
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Creating a Cluster

To create a cluster, you need to run the Create Cluster wizard.
To create a cluster

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

R Server Manager [_[=]
Flle Action Wiew Help
CENE I

Tk Server Manager (UNIVERSE)
5 Roles

& Features I‘iﬁ
8 Diagrostics ! View the health of the roles installed on your server and add or remove roles and features,
it Configuration &7

&3 Storage

~) Roles Summary I roles summary Help
) Roles: 3 of 17 installed

s Add Roles
~ Tis Remove Rales
(i) Active Directory Domain Services
DS Server
File Services
~) Active Directory Domain Services I 4005 Help

Stores directory data and manages communication between users and domains, including user logon processes, suthentication, and directory searches.

2 7 Ga ko Active Directory Domain
Role Status s

Messages: 1

System Services: & Running, 2 Stopped

Events: 4 informational in the last 24 hours

Best Practices Analyzer: To start a Best Practices Analyzer scan, go to the Best Practices Analyzer tile on this role's homepage and click Scan this Role

~) Role Services: 1 installed S Add Role Services

Sl e | ik Remove Role Services
&a  Activs Directory Damain Contraller Trstalled
Identity Management For UNIX Mot installed
Server For Nebwork Information Services Mot installed
Password Synchronization Mot installed
Administration Tools Mot installed
Description:
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2 Expand Features and click Failover Cluster Manager. The
Failover Cluster Manager pane appears.

Note: If the User Account Control dialog box appears, confirm the
action you want to perform and click Yes.

erver Manager

Fle Action Wew Help

e

T Server Manager (CAPRICORN)
5 Roles

} Configuration
53 storage

Failover Cluster Manager

Failover Cluster Manager

}ﬁ'_ﬂ Create failover elusters, validate hardware for potential failover elusters, and perform configuration changes to pour failover clusters,

~ Overview

A failover cluster is a set of indeperdent computers that work together b increase the availsbilty of services and spplications. The clustered
servers [called nodes) are connected by phyzical cables and by software. I one of the nodes fails, anather node beging to provide services
[a process known as failover).

« Clusters

- Management

To beqin to use failover clustering, first validate pour hardware configuration, then create a cluster. After these steps are complete, you can
manage the cluster. Managing a cluster can include migrating services and applications to it from a cluster running “Windows Server 2003,
Windows Server 2008, or Windows Server 2008 RZ2.

[ Valdale a Confiquiation.. [ Understanding cluster validation tests
Y Create a Cluster E Creating a failover cluster or adding a clustsr nods
[EJ Manage 5 Cluster.. [ Mansaing 5 failover cluster

[ Mimating services and appiications from & chuster

« More Information

[& Ealover cluster topics on the Web
B Failover cluster communities on the Web

[& Microsoft support page on the wieb

3 Under Management, click Create a cluster. The Create Cluster
Wizard window appears.

eate Cluster Wizard

?%i Before You Begin

Select Servers

Y alidation ' arning

Aroess Point for
Adminiztering the
Cluster

Confirmation
Creating Mew Cluster

Summary

This wizard creates a cluster, which is a set of servers that work together to increase the availability of
clustered zervices and applications. If one of the servers failz, another zerver beging hosting the clustered
services and applications [a process known as failover).

Before pou run this wizard, we strongly recommend that vou run the Validate a Configuration wizard to
ensure that your hardware and hardware settings are compatible with faillaver clustering.

Microzoft supports a cluster zolution only if the complete configuration (zervers, network, and storage] can
pass all tests in the VYalidate a Configuration wizard. |n addition, all hardware components in the cluster
solution must be *'Certified for Windows Server 2008 B2

“f'ou rmust be a local administrator on each of the servers you want to include in the cluster.

To continue, click Nest.

More about Microsoft support of cluster solutions that have passed validation tests
tore about the name and [P address information needed for & nevs cluster

I Da nat show this page again
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4 View the instructions and click Next. The Validation Warning area

appears.

"~ 3 validation Warning

by

Before You Begin For the zervers pou selected for this cluster, the reports from cluster configuration validation tests

ikl S ! appear to be missing or incomplete. Microsoft supports a cluster solution only if the complete
configuration [zervers, network and storage) can pass all the tests in the Yalidate a Configuration
wizard.

Access Point for
Adminiztering the
Chuster

Dia pou want ta run configuration validation tests betare continuing?

Confirmation iew Report |

Creating Mew Cluster X . _— .
g Yes. When | click Mest, run configuration validation tests, and then ieturn to the process of creating
Surmmary the cluster

Ma. | do not require suppart from Micrasaft for this cluster, and therefore do nat want ta run the
validation testz. “When | click Next, continue creating the cluster

Iore about Miciosoft support of cluster solutions that have passed validation tests

< Previous | Mext > I Cancel |

5 Click No. I do not require support from Microsoft for this

cluster, and therefore do not want to run the validation tests.

When I click Next, continue creating the cluster option and click

Next. The Select Servers area appears.

Note: Click Yes. When I click Next, run configuration validation

tests, and then return to the process of creating the cluster option if
you want to run the configuration validation tests. Click View Report to

view the cluster operation report.

%Create Cluster ¥izard [ x]
459 Select Servers
i

Betore ou Begin Add the names of all the servers that you want to have in the cluster. You must add at least one server.

Walidation W arning

Access Point for Enter server name: || Brawse... |
Administering the

Iugter Selected servers: METCUNY. SPace. Com Add
. WENUE. SPACE. COM
Confirmation

Bemayve |
Creating Mew Cluster

Summary

< Previous | Mesxt > I Cancel

6 In the Select Servers screen, do the following:
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a Inthe Enter server name field, enter the relevant server name

and click Add. The server name gets added in the Selected
servers box.

Note: You can either enter the server name or click Browse to select
the relevant server name.

b Click Next. The Access Point for Administering the Cluster
area appears.

== Create Cluster Wizard [x]

33'!: Access Point for Administering the Cluster

Before You Begin Type the name you want ta use when administering the cluster.

Select Servers

Cluster Marne: Il

W alidation W arning

One or more DHCP IPvd addresses were configured automatically. Al networks were configured
automatically.

Confimnation
Creating Mew Cluster

Surnmary

More sbout the administrative Access Point for & cluster

< Previous I HEst > I Cancel |

7 In the Cluster Name field, enter the name of the cluster and click
Next. The Confirmation area appears.

Note: Enter a valid IP address for the cluster to be created if the IP
address is not configured through Dynamic Host Configuration Protocol

a’treate Cluster ¥Wizard [ %]
4943 Confirmation
FF
Before You Begin “f'ou are ready to create a cluster.
Celect Samvers The wizard will create vour cluster with the following settings:
W alidation Y4 arning ﬂ
Cluster: Starsl
Access Point for Node: .
et i ode: capricorn.space.com
Cluster Node: gemini.space.com
oo IP Address: DHCP address on 10.91.60.0/23
Confirmation
Creating Mew Cluster
Surmmary
Bl

To continue, click Mext.

<F'rew0us| Mext > I Cancel
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8 C(Click Next. The cluster is created and the Summary area appears.

B¥ Create Cluster Wizard [ x|
Summary
Befare You Begin Vou have successfully completed the Create Cluster Wiz ard
Select Servers h

“alidation Y arning

Ancess Paoint for

Administering the Create Clllster
Cluzter
Confimation

Cluster: Planst

Creating Mew Cluster

= Node: Mercury.space.com

ZUrmmary, Node: ¥Enus.5pace.cam
Quorum: Node Majority j
Ta view the report created by the wizard, click View Report. View B t |
To close this wizard, click Finish. I e

9 C(Click View Report to view the cluster report created by the wizard
or click Finish to close the Create Cluster Wizard window.
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Disabling the Plant Network for the Cluster
Communication

After creating the failover cluster using two or more enabled network
cards, make sure only the primary network card which is used for the
communication between the Hyper-V nodes is enabled for the Failover
Communication. You must disable the remaining cluster networks.

To disable the plant network for the Cluster Communication
1 Click the Server Manager icon on the toolbar. The Server

Manager window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

File  Action Yiew Help

[E. 5erver Manager [_[O0x]

Server Manager (CAPRICORN)

Features

8 Disgrostics r Get an overview of the stabus of this server, perform top management tasks, and add or remove server roles and features.
i Configuration =g
o] L‘j Storage

*) Server Summary [ server summary Help

~ Computer Information & Change System Properties

1 iew Network Connections

Full Computer Hame: CAPRICORN,space com i
‘& Configure Remote Deskiop
Doman: pEacEcont hy Confioure Server Manager Remote
Management
vDomain: Assigned by DHCP
wPlant: 192,168.0. 165, Pv6 enabled
Remote Deskiop: Enabled
Server Manager Remate Enabled
Management:
Product I0: 00486-001-0001076-54653 (Activatsd)

¥ Do not show me this console at logon. This setting is controlied by Group Policy

~) Security Information @ Goto windows Firewal
windows Firewall Dormain: OFF, Public: OFf i Confiare Lpdates
%4 Check for New Roles
windows Updates: Install updates automatically using Windows Update: B e e
Last checked for updates: Hever Py Configure IE ESC

4 Last Refresh: Today at 3:21 PM  Confiqure refresh

2 Expand the Failover Cluster Manager and select Networks to
check how many networks are participating in the cluster.

[E. Server Manager

File Action Wiew Help
&= Hm|HE
[ 5 Roles

=) &5 Failover Cluster Manager

1 53 star.space com Nane [ Status [ Cluster Use: I
[ services and applications & Cluster Network 1 @ Up Enabled
=i Modes S Cluster Netwark 2 @ Up Enabled
Storage.

hetriorks

i Cluster Network. 1

Cluster Network 2
T Cluster Everts

3 Disgnostics

it configuration

B 5 Storage

i

Status: Subnets:
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3 Select the network that is not required to be part of the Cluster
Communication (for example, Private Network ), and right-click

and then select Properties. The Cluster Network Properties
dialog box appears.

_
Fle Action Yiew Help
adls AcalEoi] ) 7]
Ty Server Manager (CAPRICORN)
5 Rales
=) &5 Features

I 5 Fallover Cluster Manager

Cluster Network 1

Cluster Network 1

=1 55 star.space.com

E Services and applications

ér' Summary of Cluster Network 1

Cluster Metwork 1 has 1 subnet{z].

i Modes
= Skorage Status: Up Subnets:
B i Networks Cluster Use: Enatled 182188.0.0/24 (IPv4)
g Ciust Shaw the critical ewents For this network
ClusterE yiewy »
B Diagnostics
it configuration Rename
&5 Storage Refresh | Status | Cument Dwner
tions
Help it '\f) Up Cancer
T CAPRTCOR - vPlant @ up CAPRICORN

4 Select the Do not Allow cluster communication on this network

option from the Properties dialog box and click OK to apply the
changes.

Cluster Network 1 Properties

General |

=
51 Cluster Metwark. 1

M ame:
IEIuster Metwark. 1

" Allow cluster network communication on this network

¥ | &llow clients to connect thraugh thiz nebwork

' Donot allaw cluster network communication on this netwark

Statug: Up

Subnets:

132.168.0.0/24

[ o |

Cancel Apply

ArchestrA System Platform Virtualization Guide



58 Chapter 2 Working with High Availability

5 Check the summary pane of the networks and ensure Cluster Use

1s disabled for the network which is not required for cluster
communication.

[E. Server Manager
Fle Action View Help
«= =0
Ty Server Manager (CAPRICORN) Networks
5 Roles
(= 51 Features
= 55 Fallover Cluster Manager

Networks

1 5 star space.com Hare [ Status T Chuster Use
T Services and applications 5 Cluster Network 1 @) Up Disabled
i Nodes 53 Cluster Network 2 @ Up

Enabled

3 Diagnostics
ik Configuration
&5 storage

Note: Repeat the above process if more than two networks, which are
not required for cluster communication, are involved in the Cluster
Setup.
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Configuring Cluster Quorum Settings

After both nodes have been added to the cluster, and the cluster
networking components have been configured, you must configure the
failover cluster quorum.

The File Share to be used for the node and File Share Majority quorum
must be created and secured before configuring the failover cluster
quorum. If the file share has not been created or correctly secured, the
following procedure to configure a cluster quorum will fail. The file
share can be hosted on any computer running a Windows operating
system.

To configure the cluster quorum, you need to perform the following
precedures:

Create and secure a file share for the node, and file share majority
quorum

Use the failover cluster management tool to configure a node, and
file share majority quorum
To create and secure a file share for the node and file share
majority quorum

1 Create a new folder on the system that will host the share
directory.
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2 Right-click the folder that you created and click Properties. The
Quorum Properties window for the folder that you created

appears.

Note: In the following procedure, Quorum is the name of the folder.

.. Quorum Properties

General Sharing I Security | Previous Versions I Cuztomize |

— Metwork, File and Folder Sharing
Cuomm
[ Mot Shared

Metwark Path:
Mot Shared

—Advanced Sharing

Set custom permissions, create multiple shares, and set other
advanced sharing optichs.

! Advanced Sharing...

K Cancel Apply
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3 (Click the Sharing tab, and then click Advanced Sharing. The
Advanced Sharing window appears.

Advanced sharing E

W share this Falder

—Setkings

Share name:

I Cuarurn

Add | Remove |

Lirnit: the nurmber of simultaneous users o I 15;-;-;-;3:

Commenkts:

Permissions Caching |

K I Cancel | apply

4 Select the Share this folder check box and click Permissions. The
Permissions for Quorum window appears.

n Permissions for Quorum
Share Permizsions |

GIDUD ar User names;

e WENONE

Add... | Remove |
Permisgions for Everyone Al Deny
Full Comtrol O O
Chahge O O
Read O

Learn about access control and permissions

(u] I Cancel Apply
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5 C(lick Add. The Select Users, Computers, Service Accounts, or
Groups window appears.

Select Users, Computers, Service Accounts, or Groups E

Select this object type:

ILlsers, Groupsz, or Buil-in 2ecurity principals I Object Types... I

From thiz location:

I | Locations... |

Enter the object namesz to select (examplez]:

<Mode1>,<Node?s < Cluster Mames| Check Mames |

Advanced... | (1] I Cancel |

6 In the Enter the object name to select box, enter the two node
names used for the cluster in the small node configuration and
click OK. The node names are added and the Permissions for
Quorum window appears.

v

l Permissions for Quorum E
Share Permissions |

Group or user names:
2[3 YEMYONE

Add... | Remove |

Permizzians for Evenone Aoy Deny
Full Contral O O
Change O O
Read O

Learn about access control and permizsions

] I Cancel Apply
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7 Select the Full Control, Change, and Read check boxes and click
OK. The Properties window appears.

l Quorum Properties

"General Sharing | Security | Previous Yersions I Customizel

— Metwork File and Folder Sharing

Quorum
| Mat Shared

Metwark Path:
Mat Shared

—Advanced Sharing

Set custom permissions, create multiple shares. and set other
advanced sharing options.

1Ay Avanced Sharing...

0K | Cancel | Apply |

8 Click Ok. The folder is shared and can be used to create virtual
machines.
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To configure a node and file share majority quorum using the
failover cluster management tool

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

F,: Server Manager

File  Action Wiew Help

€= m]
Tk Server Manager (CAPRICORN) Star.space.com
= _:'j Roles
] T Hyper-v Cluster Star.space.com
= 35 Hyper-¥ Manager
5a CAPRICORN 2=y Summary of Cluster Star
=] ﬁ;_'] Features Jﬁ
= % Failover Cluster Manager
-
_5‘- Diagnostics

Star haz 0 applications/services and 2 nodes

Configure a Service or Application. ..
Yalidate This Cluster...

Metworks: Cluster Metwaork 1, Cluster Network 2

= 3 . Capricarn Subnets: 2 |Pvd and O [PvE
&} Configuration Views Validation Report . . . . .
[ (=5 Storage n: L. Mode Majority - Waming: Failure of a node will cause the cluster to fail. Check the status of the nodes.
@ W|nd0ws Enable Cluster Shared Yolumes... Lts: Mone in the last 24 hours
(= Disk Manz
Add Mode, ..

Close Connection

& of more servers [hodes), or migrate services and applications from a cluster
erver 2008 R2.

Wiew Migrate serviees and applications and applications you can confiqure for high availability
Refresh Shut dawn Cluster... ding cluster validation tests
Properties Destroy Cluster... — ding Cluster Shared Valumes
Help E Add & server to your cluster
T
E] Migrate services: and applications... E Migrating a cluster from Windows Server 2003, Windows Server 2008, or Windows
Server 2008 R2

E Mavigate to Storage bo add disks
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2 Right-click the name of the cluster you created and click More
Actions. Click Configure Cluster Quorum Settings. The Configure
Cluster Quorum Wizard window appears.

%l:nnﬁgure Cluster Quorum Wizard [ =] F

Thiz wizard guides you through configuration of the quarum for a failaver cluster. The quorum
configuration determines the point at which too many faiures of certain cluster elements will stop the:
cluster from running. The relevant cluster elements are the nodes and, in same quarum configurations, a

Select Quorum

DT dizk withezs [which containz & copy of the cluster configuration] or file share witness. & majority of theze

Confirmation elements must remain online and in commurication, or the cluster “loses quorum' and must stop mnning.

Configure ClL_'Stef Mote that full function of a cluster depends not just on quorum, but on the capacity of each node to

Quarum Settings suppart the services and applications that Fail aver to that node. For example, a cluster that has five nodes

S cquld still hgv_e quorum after buwo n_odas fail, but each remaining cluste_r node would c_ontinue ser_ving
clierts anly if it had enough capacity to support the services and applications that failed over toit

Impartant: Rur this wizard only if you hawve determined that you need ta change the quorum configuration
for your cluster. *when you create a cluster, the cluster software automatically chooses the quorm
configuration that will provide the highest availability for pour cluster.
To continue, click Next.

Iore about guorum configurations

™ Da not show this page again

3 View the instructions on the wizard and click Next. The Select
Quorum Configuration area appears.

Note: The Before you Begin screen appears the first time you run the
wizard. You can hide this screen on subsequent uses of the wizard.

onfigure Cluster Quorum Wizard [ x|

¥ Select Quorum Configuration

Before Y'ou Begin Read the degcriptions and then select a quarum configuration for pour cluster. The recommendations are
bazed on providing the highest awvailability for your cluster.

" Mode Majarity [nat recommended for your current number of nodes)

CD_"TﬁQUfB File Share Can sustain failures of 0 node(s).
Withess
" Node and Disk Majority

Can zustain failures of 1 hode(s] with the disk withezs online.

Configure Cluster LCan sustain falures of 0 nodels] if the disk witness goes offine or fails.
Cuorum Settings

Canfirmation

Summary % Node and File Share Majority [for clusters with special configurations)

LCan sustain failures of 1 node(s] if the file share withess remains available.
Can zustain failures of 0 node(s] if the file share withess becomes unavailable.

Mo Majority: Disk Only [hot recommended)
Can sustain failures of all nodes except 1. Cannot sustain a failure of the quorum disk. This
configuration is nat recommended because the disk is a single point of failure.

More sbout guaorum configurations

< Previous I Next > I Cancel
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4 You need to select the relevant quorum node. For special
configuration, click the Node and File Share Majority option and
click Next. The Configure File Share Witness area appears.

Note: Click the Node Majority option if the cluster is configured for
node majority or a single quorum resource. Click the Node and Disk
Majority option if the number of nodes is even and not part of a
multisite cluster. Click the No Majority: Disk Only option if the disk
being used is only for the quorum.

ﬁtunﬁgure Cluster Quorum Wizard | x|

Lj.jj:{' Configure File Share Witness

Befare You Begin ; . . .
Flease select a shared folder that will be used by the file share withess resource.  This shared

53|3_Ct QU_UTUI'H folder must not be hasted by this cluster. 1t can be made more available by hosting it on another
Canfiguration cluster.

Shared Folder Path:

Confirnation

Corfigure Cluster “universe\Shared Brawse.. |

Guorum Settings

Summary

< Previous I Hext » I Cancel
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5 In the Shared Folder Path box, enter the Universal Naming
Convention (UNC) path to the file share that you created in the
Shared Folder Path field, and then click Next. Permissions to the
share are verified. If there are no problems with the access to the
share, the Confirmation screen appears.

Note: You can either enter the server name or click Browse to select
the relevant shared path.

ﬁtnnﬁgure Cluster Quorum Wizard E2

=B Confirmation

Before You Begin ‘r'ou are ready to configure the quorum settings of the cluster.

Select Quornim
Configuration

Configure File Share Share: “huniversehShared d
Withess Quorum Configuration: Node and File Share Majority

Confimation

our cluster quorurn configuration will be changed to the configuration shown
Configure Cluster above.
Quorum Settings

Summary

To continue, click Mext

< Previous | Mext > I Cancel
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6 The details you have selected are displayed. To confirm the details
click Next. The Summary area appears and the configuration
details of the quorum settings are displayed.

if§ Configure Cluster Quorum Wizard [x]
Summary

Before You Begin ‘r'ou have successfully configured the quorum settings for the cluster.

Select Quonm

Configuration

Configure File Share ﬂ

Withess H H

- Configure Cluster Quorum Settings
anfirmatian

Configure EIL_Jster
Quorum Settings Share: YhuniversehShared

Summary Quorum Configuration: Node and File Share Majority

/|

To view the report created by the wizard, click Yiew Report. . |
Ta close this wizard, click Finish. D e

7 Click View Report to view a report of the tasks performed, or click
Finish to close the window.

After you configure the cluster quorum, you must validate the cluster.
For more information, refer to
http://technet.microsoft.com/en-us/library/bb676379(EXCHG.80).aspx.

Configuring Storage

For a smaller virtualization environment, storage is one of the central
barriers to implementing a good virtualization strategy. But with
Hyper-V, VM storage is kept on a Windows file system. Users can put
VMs on any file system that a Hyper-V server can access. As a result,
HA can be built into the virtualization platform and storage for the
virtual machines. This configuration can accommodate a host failure
by making storage accessible to all Hyper-V hosts so that any host can
run VMs from the same path on the shared folder. The back-end part
of this storage can be a local or storage area network, iSCSI or
whatever is available to fit the implementation.

For this architecture, the Shared Folder is used. The process of how to
use the Shared Folder in the Failover Cluster for the High Availability
is described in the section "Configuring Virtual Machines" on

page 171.
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The following table lists the minimum storage recommendations to
configure storage for each VM:

System Processor
Historian and Application 80 GB
Server (GR node) Virtual

Machine

Application Engine (Runtime 40 GB
node) Virtual Machine

InTouch and Information 40 GB
Server Virtual Machine

The recommended total storage capacity should be minimum 1TB.

Configuring Hyper-V

Microsoft Hyper-V Server 2008 R2 helps in creating a virtual
environment that improves server utilization. It enhances patching,
provisioning, management, support tools, processes, and skills.
Microsoft Hyper-V Server 2008 R2 provides live migration, cluster
shared volume support, expanded processor, and memory support for
host systems.

Hyper-V is available in x64-based versions of Windows Server 2008 R2
operating system, specifically the x64-based versions of Windows
Server 2008 R2 Standard, Windows Server 2008 R2 Enterprise, and
Windows Server 2008 Datacenter.

The following are the prerequisites to set up Hyper-V:
x64-based processor
Hardware-assisted virtualization

Hardware Data Execution Prevention (DEP)
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To configure Hyper-V on Windows Server 2008 R2

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

(&l Features
m Diagnostics
it configuration
55 storage

Kk

T

~) Roles Summary

~ Roles: 3 of 17 installed

| G acdroles |
i T Remove Roles
(i) Active Directory Domain Services
DMS Server
File Services
~) Active Directory Domain Services I ~0Ds Heip

Stores directory data and manages communication between users and domains, including user logon processes, authentication, and directory searches.

~) Role Status

! Events: 4 informational in the last 24 hours

. Server Manager [_ (=]
File  Action Yiew Help

&= 5= H

T Server Manager (UNIVERSE)

5 Roles

View the health of the roles installed on your serwver and add or remove roles and Features.

[ roles summary Help

(F Go to Active Directary Domain
Services

Messages: 1

System Services: 3 Running, 2 Stopped

Best Practices Analyzer: To start a Best Practices Analyzer scan, go to the Best Practices Analyzer tile on this role's homepage and dlick Scan this Role

2 In the Roles pane, under Roles Summary area, click Add Roles.
The Add Roles Wizard window appears.

Note: You can also right-click Roles, and then click Add Roles Wizard
to open the Add Roles Wizard window.

Add Roles Wizard

[]
iguz Before You Begin
b i This wizard helps ll rcdes on this server, d wihich roles l based on the basks you
Server Roles weant this server bo perform, such &2 sharing documents or hosting & Web site.
Confirmation Before you continue, verify that:
Progress « The Adm S — d
Results « Network settings, such a5 static IP addresses, are configured

» The latest security updates from Windows Lipdate are installad

If you have to complete any of the preceding steps, cancel the wizard, complete the steps, and then run the
wiizard again.

To continue, click Next.

I™ Skip this page by defauk

[ et ] : Cancel
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3 View the instructions on the wizard and click Next. The Select
Server Roles area appears.

Add Roles Wizard | ]

ﬁa Select Server Roles

Salact one or more roles ko instal on this sarver,

FRuoles: Descripkion:
T Active Directory Certificate Services %mm‘;ﬂm that
L_| Active Directory Domain Serices virtual hines and thekr r 0= )
|| Active Directory Faderation Services [Each virtual machine is a virtualized
|| Active Directory Lightweight Directory Services computer system that operates in an
Progress [ Active Directory Rtights Management Services isolated execution environment. This
[ Application Server allows you bo run mulbiple operating
Results - systems simultaneoushy.
| DHCP Server
LI DNS Server

] Pax Server

L[| Print and Document Services

‘Windows Deployment Services
‘Windows Server Lipdabe Sarvices

-\’.Pruviusl Neot > I Irist | Cancel |

4 Select the Hyper-V check box and click Next. The Create Virtual
Networks area appears.

Add Roles Wizard [ %]
ﬁ Create Virtual Networks
Before You Begn Wirtual machines require virtual networks to communicate with ather computers. After you instal this role, you

can create wirtual machines and attach them to a virtual etwork.

Server Roles

One virtual network will be creabed For each netweork adapter you select, We recommend that you create at
least one virbual network now For use with virbual machines. You can add, remove, and modify your virtual
metworks later by using the: Yirbual Network Manager,

Pragress Matwork Adapters:
s Name | itk adapter |
AREE [ Local rea Connection Feakek R TLE159/810x Family Fast Etfearmet NIC
[ Local Area Connection 2 Broadcom Net¥treme STioc Gigabit Controller

L | ) We recommend that you reserve one network adapter for remote access to this server. To reserve a
metwork adapter, do not select it fior use with a virtual network.

(Pwviousl et > | 15 | Cancel ]

5 Select the check box next to the required network adapter to make
the connection available to virtual machines. Click Next. The
Confirm Installation Selections area appears.
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Note: You can select one or more network adapters.

Add Roles Wizard [ %]

iS:i Confirm Installation Selections

Before You Begin

To install the Following roles, role services, or Features, chick Instal.

(1) 1 informational message below
(i) This server might need to be restarted after the installstion completes,
~/ Hyper-¥
Progress Wirtual Metworks : Local Area Connetion
Resuits
Print, e-mal, or save this information

6 Click Install. The Installation Results area appears.

Add Roles Wizard [ %]
ﬁa Installation Results
Before You Begin
Beg One or more of the following roles, role services, or features require you to restart:
Server Roles
! 1 waming low
Hyper-y - s
Virtual Networks ~ Hyper-¥ 1, Restart Pending
Confirmation 1\ You must restart this server to finish the installation process,
Progress
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7 A message appears prompting you to restart the computer. Click
Close. The Add Roles Wizard pop-up window appears.

Add Roles Wizard E

i%i Installation Results

Before You Begn

One or maore of the Following roles, roba sarvices, of features require you bo restart:
Server Robes

Hypery 1. 1 waming message below
Wirtual Hetworks | = Hyper-¥ !, Restart Pending
Confirmation Add Roles Wizard

Progress

0 Do you want to restart now?
* This ssever must be restavted o Firich the instalation

process. You cannot add or remowe other roles, roks services,
or Features untl the server is restarted,

-Yes N |

8 Click Yes to restart the computer.

9 After you restart the computer, log on with the same ID and
password you used to install the Hyper V role. The installation is
completed and the Resume Configuration Wizard window appears
with the installation results.

Resume Configuration Wizard [ ]

ﬁ% Installation Results

Resuming Configuration

The folowing roles, role services, or Festures were installed successully:

Progress
1. 1 warning, 1 informational messages below

1, Windows sutomakic updating i not enabled, To ensure that your newly-installed role or Feature i
* automatically updated, burn on Windows Update in Control Panel,

= Hyper-¥ &) Installation succeeded
(i) To add virtual machines, use the New Virtual Machine wizard in the: Virtualization Management
T console,

10 Click Close to close the Resume Configuration Wizard window.
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Configuring Virtual Machines
After installing Hyper-V, you need to create a virtual machine.
To configure a virtual machine

1 In the Server Manager window, right-click Features, and then

click Failover Cluster Manager. The Failover Cluster Manager
tree expands.

E_ server Manager

H[=] E3
Fla Adion View Help |
== 2@ BE
T 5o (o Aeors
e —_—
:_::-‘;?;;BW A5 Creste fadover clusters, validate hardware for poteniial falover chuste ?\f&iwea(afm.rxm...
5. configuration changes to your [alover chasters. ) Creste s Chuster..,
S5 Manage a Chuster...,
+ Overview View »

A Tadorvar chuster is & et of independent computers that vk together Lo | Properties
avalsbilly of senvices and appbcations, The chustered servets [called nod
physical cables and by software, If one of the nodes fails, another node b || [H Hel
senvices (a process known as faloved]

* Clusters

# Barelspace con

* Management

To begn b use Fadover chustering, fest valdabe your hardwane configuesti
cl.lsiu After these steps ate complele, pou can manage the chister. Ma
rating senvices and apphcations bo it from a chuster running Wir
\-\."rudcwn Seaver 2009, o Windows Server 2008 R2.
B Vakdate 3 Configuiation., !
teats

« [ | K1 e |"“'1|;I

2 Right-click Services and applications, click Virtual Machines, and

then click New Virtual Machine. The New Virtual Machine Wizard
window appears.

i New Virtual Machine Wizard

*l’l Before You Begin

— This wizard helps you create a virtual machine. You can use virtual machines in place of physical

computers for a varisty of uses. You can use this wizard to configure the virtual machine now, and
Specify Name and Location wou can change the configuration later using Hyper-¥ Manager,

GEEE L To create a virkual machine, do one of the Following:
Configure Networking
) ) « Click Finiish ko create a virtual machine that is configured with default values,
Connect Virtual Hard Disk » Click Next bo create a virtual machine with a custom configuration.
Instaliation Options r
5 Do not show this page again

More about creating virtual machines
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3 View the instructions in the Before You Begin area and click Next.
The Specify Name and Location area appears.

= New Virtual Machine Wizard

[=]
. *'I Specify Name and Location
et
Befiore You Begin Choose a name and location for this virtual machine.
The name is displayed in Hyper-¥ Manager. We recommend that you use a name that helps you easily
Assign Memory identify this virtual machine, such as the name of the guest operating system or workload,
Configure Networking Mame: 'Hstaian\u'l'-ﬂ |

Connect Yirtual Hard Disk You can create a Folder or use an existing Folder bo store the virtual machine. IF you don't select a

Installation Ot Folder, the virtual machine is stored in the default Folder configured For this server,
STy [¥ Store the virtual machine in a diferent location
Location: [z | Browse... I

v IF you plan to take snapshots of this virtual machine, select a lacation that has enough free
space. Snapshots include virtual machine data and may require a large amount of space.

<previous | met> | Fsh | concal |

4 In the Specify Name and Location area, do the following:
a In the Name box, enter a name for the virtual machine.

b Select the Store the virtual machine is a different location

check box to be able to indicate the location of the virtual
machine.
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¢ In the Location box, enter the location where you want to store
the virtual machine.

Note: You can either enter the path to the filename or click Browse to
select the relevant server name.

d Click Next. The Assigh Memory area appears.

i3 New Virtual Machine Wizard

f &.‘I Assign Memory
| — et

Before You Begin Spexify the amount of memory to allocate to this virtual machine. You can spedfy an amount From &

) 1M through 12264 MB. To improve performance, speciy more than the mininim amounk recommended
Specify Name and Location For the operating system, ’

Memory: 2048 B

Configure Networking
§ . W} ‘hen you decide how much memory to assign to a virtual machine, consider how you intend
Connect. Virtual Hard Disk * o uss the virtual machine and the operating system that it wll run,
Installation Options
IMore about determining the memory to assign to a virtual machine
Sumimary

<Ele\-'ious| Next > | Finish | Cancel |

5 Enter the recommended amount of memory in the Memory box and
click Next. The Configure Networking area appears.

¥ New Virtual Machine Wizard

] *I'I Configure Networking
=

Before You Begin Each new virbual machine includes a netwark adapter. You can configure the network sdapter touse a
- . wirtual network, or it can remain disconnected.
Specify Name and Location

Assign Memory Connection:

_ More about configuring network adapters

Connect Virtual Hard Dick.

Installstion Options
Surmnenary

< Previous Next > Finish Cancel
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6 Select the network to be used for the virtual machine and click
Next. The Connect Virtual Hard Disk area appears.

#3 New Yirtual Machine Wizard | x}
[ k.’ Connect Virtual Hard Disk
&=
Before You Begin A virtual machine requires storage so that you can instal am operating system, You can specify the
o Locstion storage now or configure it Later by modifying the virtual machine’s properties.
. o i« .Cruats a virtual hard disk.
Configure Net
e | o
ion: |G:\Historiany! L]
Installation Options Location: |G:iHistorianyh, -&I
Summary Sizer: GB (Maximum: 2040 GB)

" Use an existing virtual hard disk

tion: [iivenus\appserver

" Attach a virtual hard disk later

(Paewousl et > | Finish I Cancel |

7 Click the Create a virtual hard disk option and then do the
following:

a In the Name box, enter the name of the virtual machine.

b In the Location box, enter the location of the virtual machine.

Note: You can either enter the location or click Browse to select the
location of the virtual machine and click Next.
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c In the Size box, enter the size of the virtual machine and then
click Next. The Installation Options area appears.

Note: You need to click either the Use an existing virtual hard disk
or the Attach a virtual hard disk later option, only if you are using an
existing virtual hard disk, or you want to attach a virtual disk later.

3 New Virtual Machine Wizard

[ *.‘ Installation Options
=

Before You Begin *fou can install an operating system now if you have access to the setup media, or you can install it
Iater,
Specify Name and Location il
Assign Memory IG Install an operating system later I
Configure Networking " Install an operating system From a boot COJOYD-ROM
Connect Virtusl Hard Disk e
[ instatistion Options | 1% physical COoD deives. o -]
Summary : L
" Install an operating system from a boot floppy disk
—Media .
" Install an operating system From a network-based installation server
< Previous Next > Finish Cancel
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8 C(Click the Install an operating system later option and click Next.
The Completing the New Virtual Machine Window area appears.

Note: If you want to install an operating system from a boot

CD/DVD-ROM or a boot floppy disk or a network-based installation
server, click the relevant option.

1,1 New Yirtual Machine Wizard

E

. *.’ Completing the New Virtual Machine Wizard
N

Before You Begin YYou have successfuly completed the New Virtual Machine Wizard, You are about to create the

Specify Name and Location

Drescription:
Assign Memory
Configure Networking Narne: HistorianyM
. Memory: 2048 MB
AT Metwork: Domain - Virtual Netwark
Installation Options Hard Disk: Gi\HistarianVMiHistorianvid, vhd

_ Operating System: Wil be installed at a later time

To create the virtual machine and close the wizard, click Finish.

< Previous Mext = Finish I Cancel
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9 C(Click Finish. The virtual machine is created with the details you
provided. As we have started this process from the Failover
Cluster Manager, after completing the process of creating a virtual
machine, the High Availability Wizard window appears.

=¥ High Availability Wizard »®
Summary

High awailabdity was successiully configured for the service or application.

Sumenary

< Virtual Machine

Narne Result Description
Historian\M v. 'I Warning
-
Ta view the report created by the wizard, click View Report
To clota iz wizarel chck Firishy siispon s

Finish

10 Click View Report to view the report or click Finish to close the
High Availability Wizard window.

Note: You can use the above procedure to create multiple virtual
machines with appropriate names and configuration.

Failover of the Virtual Machine if the Domain/
Private Network is disabled

Whenever public network is disconnected on the node where the
virtual machines are running, Failover Cluster Manager force failover
of all the Virtual Machine Services and application to the other host
node in the cluster. If the private network which is not participating in
the cluster communication fails, Failover Cluster Manager does not
failover any Cluster Service or Application.

To overcome this, we need to add a script which detects the private
network failure as a dependency to the Virtual Machine. This results
in failover of the Virtual Machine when the script fails.
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To add a script which enables the failover of the virtual
machine if the private network is disabled

1 Add a script to the virtual machine. Follow the process mentioned
in the following URL to add the script:
http://gallery.technet.microsoft.com/ScriptCenter/5{7b4df3-af02-47
bf-b275-154e5edf17e6/

2 After the script is added, select the virtual machine and right-click.
Click Properties. The Properties dialog box appears.

o Rales
= & Features
= EE_'S, Failower Clusker Manager
= f; ConkinuurmDemo. magell
= [F Services and applic.
= InTouchTs

IR A L0 o A AL L

My Connect ko wvirtual machines
Ml Stark wirkual machines

MHi Turn off virkual machines
MHi Shut down virbual machines
P Save virkual machines

?3_} et an overyiew of the staktus af thi
4

| Server Ssummary

=1 Nodes
. Jtorage

=5 Metwor] Cancel in-progress live migration
Clusher Cuick migrate wvirtual machine(s) to another node +

_j Diagnostics Manage virtual machine

Live migrakte virtual machine ko another node r

j‘ﬁ Canfiguration

Maove wirkual machinels) to another node r

=5 Storage

Shioww Ehe critical events For this application

Add storage
Add a resource 3

Disable auko skark

Show Dependency Repark

ogon

Delete

Rename
Refresh

Help

T TR T T

Last installed updates;
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3 Navigate to the Failover tab and change Maximum failures in the
specified period to 15 and Period (hours) to 1 and Click OK.

MAppEnginel Properties

.Eene[a| Failawer |

Failower

Specify the number af times the Cluzter zervice will attempt ta restart or
fail over the service or application in the specified period.

If the zervice or application fails more than the magimum in the
specified penod, it will be left in the failed state.

b aRirum failures in the specified 15 =

period:

Feriod [hours]: I 1 3:
Failback

S pecify whether the service or application will automatically fail back, to
the maost preferred owner [which iz 22t on the General tab).

i+ Prevent failback

Allaw failback

= |mmediately

" Failback betweer: m and
m hiours

Mare about failowver and failback
ak. I Cancel | F¥u]m 1

Note: If the Script fails when Domain/Private network is disabled,
Virtual machine also fails and moves to the backup node.
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Configuration of System Platform Products in a
Typical Small Scale Virtualization

To record the expected Recovery Time Objective (RTO) and Recovery
Point Objective (RPO) trends and various observations in a small scale
virtualization environment, tests are performed with System Platform
Product configuration shown below.

The virtualization host server used for small scale configuration
consists of three virtual machines listed below.

Node 1: GR, Historian and DAS SI Direct - Windows 2008 R2
Standard edition (64bit) OS with SQL Server 2008 SP1 32 bit

Node 2 (AppEngine): Bootstrap , IDE and InTouch (Managed App) -
Windows 2008 R2 Standard edition (64bit) OS

Node 3: Information Server , Bootstrap and IDE, InTouch Terminal
Service and Historian Client - Windows Server 2008 SP2 (32bit) with
SQL Server 2008 SP1 and Office 2007

Virtual Node I0 tags (Approx.) Historized tags (Approx.)
GR 10000 2500
AppEngine 10000 5000
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Historized tags and their Update Rates for this
Configuration

The following table shows historized tags and their update rates for
this configuration:

Real Time data from DAS SI Direct

Topic Update Rate Device

Name Items Active Items
Topic 13 1000 480 144
Topic 1 10000 1 1
Topic 2 10000 1880 796
Topic 3 30000 1880 796
Topic 4 60000 1880 796
Topic 5 3600000 1880 796
Topic 7 600000 40 16
Topic 8 10000 1480 596
Topic 9 30000 520 352
Topic 6 1800000 1480 676
Topic 39 1000 4 4
Topic 16 1800000 1000 350

Late tags and buffered tags from DAS test Server

Topic Update Rate Device

Name Items Active Items
Late Data 1000 246 112

(1 hour)

Buffered 1000 132 79

Data
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Application Server Configuration Details
Total No of Engines: 14

Number of objects under each Engine
Engine 1:9
Engine 2: 13
Engine 3: 13
Engine 4 : 225
Engine 5: 118
Engine 6 : 118
Engine 7: 195
Engine 8 : 225
Engine 9 : 102
Engine 10: 2
Engine 11: 3
Engine 12: 21
Engine 13: 1
Engine 14: 1
The total number of DI objects is 6.
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Expected Recovery Time Objective and Recovery
Point Objective

This section provides the indicative Recovery Time Objectives (RTO)
and Recovery Point Objective (RPO) for the load of IO and Attributes
historized shown above and with the configuration of Host
Virtualization Servers and Hyper-V virtual machines explained in the
Setup instructions of Small Scale Virtualization. In addition to these
factors, the exact RTO and RPO depend on factors like storage 1/0
performance, CPU utilization, memory usage, and network usage at
the time of failover/migration activity.

RTO and RPO Observations—HA Small
Configuration

Scenarios and observations in this section:

Scenario Observation

Scenario 1: IT provides "Live Migration" on page 87
maintenance on Virtualization

Server

"Quick Migration" on page 88

"Quick Migration of all nodes
simultaneously"” on page 89

"Shut down" on page 90

Scenario 2: Virtualization "Scenario 2: Virtualization
Server hardware fails Server hardware fails" on
page 92
Scenario 3: Network fails on "Failover due to network
Virtualization Server disconnect (private)" on page 96
Scenario 4: Virtualization "Scenario 4: Virtualization
Server becomes unresponsive Server becomes unresponsive"
on page 97

The following tables display RTO and RPO observations with
approximately 20000 IO points with approximately 7500 attributes
being historized:
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Scenario 1: IT provides maintenance on Virtualization
Server

Live Migration

Primary
Node Products RTO RPO

Data Loss
Tags Duration
GR IAS 2 sec | IAS tag (Script) 8 sec
IAS IO Tag 13 sec

(DASSiDirect)
Historian 2 sec | Historian Local 0 sec

tag
InTouch Tag 4 sec

$Second
IAS IO Tag 20 sec

(DASSiDirect)
IAS tag (Script) 0 sec
DAS 5 sec N/A N/A

ArchestrA System Platform Virtualization Guide



88 Chapter 2 Working with High Availability

Primary
node Products RTO RPO

Data Loss
Tags Duration
WIS Node InTouch 5 sec 5 sec
WIS 5 sec N/A N/A
Historian Client 5 sec N/A N/A
AppEngine AppEngine 1 sec IAS IO tag 3 sec

(DASSiDirect)
IAS tag (Script) 6 sec

Quick Migration
Primary
node Products RTO RPO

Data Loss
Tags Duration
GR IAS 134 sec | IAS Tag (Script) 183 sec
IAS IO Tag 184 sec

(DASSiDirect)
Historian 145 sec | Historian Local 148 sec

tag
InTouch tag 152 sec

$Second
TAS IO Tag 165 sec

(DASSiDirect)
IAS tag (Script) 0 sec
DAS 146 sec N/A N/A
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Primary
node Products RTO RPO

Data Loss
Tags Duration
WIS Node InTouch 79 sec 89 sec
WIS 79 sec N/A N/A
Historian Client 79 sec N/A N/A
AppEngine AppEngine 59 sec IAS IO tag 105 sec

(DASSiDirect)
IAS Tag (Script) 104 sec

Quick Migration of all nodes simultaneously
Primary
node Products RTO RPO

Data Loss
Tags Duration
GR IAS 188 sec | IAS tag (Script) 222 sec
TIAS IO tag 227 sec

(DASSiDirect)
Historian 220 sec | Historian Local 221 sec

tag
InTouch tag 228 sec

$Second
TIAS IO tag 238 sec

(DASSiDirect)
IAS tag (Script) 135 sec

DAS 221 sec N/A
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Primary
node Products RTO RPO
Data Loss
Tags Duration
WIS Node InTouch 183 sec 228 sec
WIS 183 sec N/A N/A
Historian Client 183 sec N/A N/A
AppEngine AppEngine 100 sec IAS IO tag 238 sec
(DASSiDirect)
IAS tag (Script) 135 sec
Shut down
Primary
node Products RTO RPO

Data Loss
Tags Duration
GR IAS 160 sec IAS tag 3 min 36 sec

(Script)
IAS IO tag 3 min 43 sec

(DASSiDirect)
Historian 211 sec Historian 3 min 25 sec

Local tag
InTouch tag 3 min 32 sec

$Second
IAS IO tag 3 min 50 sec

(DASSiDirect)
IAS tag 2 min 46 sec

(Script)
DAS 212 sec N/A N/A
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Primary
node Products RTO RPO
Data Loss
Tags Duration
WIS Node InTouch 202 sec 212 sec
WIS 202 sec N/A N/A
Historian 202 sec N/A N/A
Client

AppEngine AppEngine 114 sec IAS 10 tag 3 min 50 sec

(DASSiDirect)
IAS tag 2 min 46 sec

(Script)
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Scenario 2: Virtualization Server hardware fails

The failover occurs due to hardware failure, and it is simulated with
power-off on the host server.

Primary
node Products RTO RPO

Data Loss
Tags Duration
GR IAS 497 sec | IAS Tag (Script) 9min
IAS IO tag 9 min

(DASSiDirect)
Historian 532 sec Historian local 9 min 23 sec

tag
InTouch tag 10 min + time
$Second taken to start

viewer

Note: RPO is dependent on the
time taken by the user to start the
InTouchView on the InTouch node
and the RTO of the Historian node,
which historizes this tag.

TAS IO tag
(DASSiDirect)

8 min 23 sec

IAS tag (Script)

7 min 1 sec
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Primary
node Products RTO RPO
Data Loss
Tags Duration
DAS 269 sec N/A N/A
WIS Node InTouch 601 sec + time 611 sec
taken by the
user to start the
InTouchView
Note: RPO is dependent on the
time taken by the user to start the
InTouchView on the InTouch node
and the RTO of the Historian node,
which historizes this tag.
WIS 601 sec + time N/A N/A
taken by the
user to start the
Information
Server
Historian 601 sec+ time N/A N/A
Client taken by the
user to start the
Hist Client
AppEngine AppEngine 366 sec IAS IO Tag 8 min 23 sec
(DASSiDirect)

IAS tag (Script)

7 min 1 sec

ArchestrA System Platform Virtualization Guide




94

Chapter 2 Working with High Availability

Scenario 3: Network fails on Virtualization Server

The failover occurs due to network disconnect (public). In this case, the
VMs restart, after moving to the other host server.

Primary
node Products RTO RPO
Tags Data Loss Duration
GR IAS 535 sec IAS Tag 9 min 8 sec
(Script)
IAS IO Tag 8 min 53 sec
(DASSiDirect)
Historian 544 sec Historian 9 min 35 sec
Local Tag
InTouch Tag 9 min 16 sec
$Second
Note: RPO is dependent on the time
taken by the user to start the InTouchView
on the InTouch node and the RTO of the
Historian node, which historizes this tag.
TAS 1O Tag 8 min 57 sec
(DASSiDirect)
IAS Tag 7 min 52 sec
(Script)
DAS 457sec N/A N/A
WIS Node InTouch 415 sec + N/A 556 sec + Time taken to
time taken by run viewer)
the user to
start the
InTouchView

Note: RPO is dependent on the time
taken by the user to start the InTouchView
on the InTouch node and the RTO of the
Historian node, which historizes this tag.
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Primary
node Products RTO RPO

Tags Data Loss Duration

WIS 415 sec + N/A N/A
time taken by
the user to
start the
Information
Server

Historian 415 sec N/A N/A

Client + time taken

by the user to
start the Hist
Client

AppEngine AppEngine 463 sec N/A 8 min 57 sec

N/A 7 min 52 sec
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Failover due to network disconnect (private)

In this case, the private network disconnects on GR, VM will be moved
to the other host server.

Primary
node Products RTO RPO

Data Loss
Tags Duration
GR IAS 118 sec | IAS Tag (Script) 132 sec
TIAS IO Tag 140 sec

(DASSiDirect)
Historian 128 sec | Historian Local 132 sec

Tag
InTouch Tag 147 sec

$Second
Note: RPO is dependent on the time
taken by the user to start the
InTouchView on the InTouch node
and the RTO of the Historian node,
which historizes this tag.
IAS IO Tag 145 sec

(DASSiDirect)
IAS Tag (Script) 0 (Sfed)

DAS 134 sec

WIS Node InTouch N/A N/A
WIS N/A N/A
Historian Client N/A N/A N/A
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Primary
node Products RTO (sec) RPO
Data Loss
Tags Duration
AppEngine AppEngine N/A IAS IO Tag
(DASSiDirect)
IAS Tag (Script)
Scenario 4: Virtualization Server becomes unresponsive
There is no failover of VMs to the other host server when the CPU
utilization on the host server is 100%.
Primary
node Products RTO (sec) RPO
Data Loss
Tags Duration
GR IAS N/A N/A
Historian N/A N/A
WIS Node InTouch N/A N/A
WIS N/A N/A
Historian Client N/A N/A N/A
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Primary
node Products RTO (sec) RPO
Data Loss
Tags Duration
AppEngine AppEngine N/A N/A
InTouch N/A N/A
WIS Node InTouch N/A N/A
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Snapshots of Data Trends and Observations

Scenarios and observations in this section:

Scenario Observation
Scenario 1: IT provides "Live Migration of GR,
maintenance on Virtualization Historian" on page 99
Server

"Live Migration of AppEngine"
on page 102

"Live Migration of WIS,
InTouch, HistorianClient" on
page 104

"Quick Migration of GR,
Historian" on page 106

"Quick Migration of all nodes"
on page 114

"Shut down of Source Host
Virtualization Server" on

page 118
Scenario 2: Virtualization "Failover Due to Hardware
Server hardware fails Failure" on page 121
Scenario 3: Network fails on "Failover Due to Network
Virtualization Server Disconnect (Public)" on page 124
Scenario 4: Virtualization "Hyper-V Virtual Machines with
Server becomes unresponsive Static RAM and Reservations for

Processors" on page 127

Scenario 1: IT provides Maintenance on
Virtualization Server

Live Migration of GR, Historian
Trend

In the Historian Trend below, the GR node tags are:
Tagl: SystemTimeSec tag of Historian

Tag2: I/0O Tag (Integer_001.int1) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag3: I/O Tag (Integer_001.booll) getting data from
DESuiteLinkClient_001.Topic39.Reall010000
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Tag4: Script Tag (SineWaveVal_001.SineWaveValue) of GR node.
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In the Historian Trend below the, the AppEngine node tags are:
Tagl: SystemTimeSec tag of Historian local tag
Tag2: I/O Tag (P31541.110) getting data from DASSI of GR node

Tag3: InTouch Tag ( PP$Second) from WIS node historizing to GR
node

Tag4: Script Tag (Sinewaveval_002.SineWaveValue) of AppEngine
node
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The IAS tag (script) does not have any data loss as the data is stored in
the SF folder in the AppEngine node. This data is later forwarded after
Live Migration.

7N Trend - [ModifiedRealTags_small.aaTrend*] =181x|
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..... 4

Observations

GR is Platform1 in the Galaxy deployed. During Live Migration of the
GR, it is obvious that there will be an instance during Live Migration
when the following occurs:

GR, Historian will not be able to connect to the other deployed
nodes (Platforms 2, 3, and 4).

Other nodes will not be able to connect to GR (Platform1)

Some data sent from GR will be discarded till the TimeSync utility
1s executed and system time of GR is synchronized.

AppEngine node is in the Store Forward mode.

Historian Client trend will not be able to connect to Historian, so
the warning message is expected.

Historian machine’s time is not synchronized during Live
Migration of Historian, so the “Attempt to store values in the
future” message is expected.

After Live Migration, Historian’s time needs to be synchronized.
Therefore the server shifting warning message is expected.
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After the Live Migration of GR,Historian node, the stored data is
forwarded from the AppEngine node. As a result, you see the following
warnings on each of the VM nodes.

GR node

368064482/7/20117:39:13 PM23962556WarningNmxSvcPlatform 2
exceed maximum heartbeats timeout of 8000 ms.

368064492/7/20117:39:13 PM23962556WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.

368064502/7/20117:39:13 PM23962556WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

368064532/7/20117:39:24 PM15442248WarningaahCfgsSvc"Server time
is shifting (Expected time, Current time)"
(02/07/11,19:39:23,070, 02/07/11,19:39:09,503) [SGR;
Config.cpp; 2040]

AppEngine node

220263132/7/20117:39:08 PM25642580WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

220264202/7/20117:39:19 PM27203000WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

220264462/7/20117:39:50 PM27203000WarningScriptRuntime

Insert.InsertValueWT: Script timed out.

WIS node

17174702/7/20117:39:07 PM37683684WarningNmxSvcPlatform 1 exceed

maximum heartbeats timeout of 8000 ms

Live Migration of AppEngine
Trends:

In the Historian Trend shown below, the first three tags receive data
from DDESuiteLinkClient in Industrial Application Server (IAS) from
the PLC and are historized from Platform AppEngine. There is a data
loss for 27 seconds.

In the Historian Trend below, the AppEngine node tags are:
Tagl: SystemTimeSec tag of Historian local tag
Tag2: I/0O Tag (P31541.110) getting data from DASSI of GR node
Tag3: Script Tag (Sinewaveval_002.SineWaveValue)

The RPO value is captured in the RPO table of Live Migration of the
AppEngine node. For AppEngine node Script tag and Intouch tag
there is no data loss.
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Observations

AppEngine is Platform2 in the Galaxy deployed. During Live
Migration of the AppEngine, it is obvious that there will be an
instance during Live Migration when the following occurs:

AppEngine will not be able to connect to the other deployed nodes
(Platforms 1, 3, and 4).

Other nodes will not be able to connect to AppEngine (Platform2)

Some data sent from AppEngine will be discarded till the
TimeSync utility is executed and system time of AppEngine is
synchronized. So Historian is bound to discard data from the
AppEngine node.

As a result, you see the following warnings on each of the VM nodes.

GR node
368058502/7/20115:19:02 PM23962556WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

AppEngine

220261792/7/20115:19:05 PM25642580WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

220261802/7/20115:19:05 PM25642580WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.
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220261812/7/20115:19:05 PM25642580WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

WIS node

17134351/27/20117:52:59 PM40642196WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

Live Migration of WIS, InTouch, HistorianClient
Trends:

In the Historian Trend below, the last tag $Second receives data from
InTouch and is historized.
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Observations

WIS node is Platform4 in the Galaxy deployed. During Live Migration
of the WIS node, it is obvious that there will be an instance during
Live Migration when the following occurs:

Other nodes will not be able to connect to WIS (Platform4)

Historian Client trend will not be able to connect to Historian, so
warning is expected.
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Historian machine’s time is not synchronized during Live
Migration of WIS node, so the “Attempt to store values in the
future” message is expected.

As a result, you see the following warnings on each of the VM nodes.
GR node

None

AppEngine node

220255672/7/20113:07:40 PM25082696WarningScriptRuntime

Insert.InsertValueWT: Script timed out.

220255682/7/20113:10:24 PM25082696WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

220255692/7/20113:11:42 PM25082696WarningScriptRuntime

Insert.InsertValueWT: Script timed out.

WIS node

None
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Quick Migration of GR, Historian
Trends:

GR node hosts the DDESuiteLinkObjects. Therefore, during quick
migration of the GR node, there is data loss for tags that receive data
from DAS Server/PLC.

In the Historian Trend below, the GR node tags are:
Tagl: SystemTimeSec tag of Historian.

Tag2: I/0 Tag (Integer 001.intl) getting data from
DDESuiteLinkClient 001.Topic39.RealIO10000

Tag3: I/0 Tag (Integer 001.booll) getting data from
DDESuiteLinkClient 001.Topic39.RealIO10000

Tag4: Script Tag (SineWaveVal 001.SineWaveValue)

These are captured in the RPO table for Quick Migration of the GR

&Y Trend - [GR_Tags.aaTrend*] =21x]
] Fle Edit View Chart Tools Window Help -8 x|

NSBREISREEE D o 0 2ol DAk ES S 2| EEER] | o

E‘h&'& | B b & B R Ié\?%@i S @@y w w2 [59/m011 sa000pm x| [00] 00:15:00.000 ] [ 3/ 8/2011 s:55:00PM 7|

(31912011 5:45:36 FM) -50 None
e X (3/912011 5:42:07 PM) 50 100 None (0 days, 00:02:31)
R 9721 7 one lone (0 days, 00.02:
£0000)
Mm///,/;;/,//w L//;////’/,/’l//f/r/,//
TRUE
Tag Name [De= 1
[B] _PPsChangepass... Ch FALSE
[B] _PPsConfigureUsers Co
&l _ppéDate Da
(& _PP$DateString Da
& _PPsDateTime Da
& _ppéDay Da
[B] _ppsHistoricallog... His
& _ppéHour Ho
|8/ _ppsnactivityTim... Inc
[B] _PPsInactivityWar... Ine
L] _preanguage Lar
[B] PPslogicRunning Lot
& _PP&Minute Mir i
& _PPgMonth Mo -
& _PpsMsec Ms
(B _ppénewalarm Ne
[ Ob
(& _PPsObjver Ob 0
(&l _PP$Operator Op
&l _PP$OperatorDom... Op
[E_Pp¢OperatorDam... Op
(&l _PP$OperatorEnt... Op
Ll _PP$OperatorName  Op
[El _ppéPasswordEnt... Pa
Esseand = 54000 FM 543000 ssdorm sevdorm 55200 555,00 FM
[B] _PPsStartDdeCon... Sts 392011 392011 392011 392011 392011 392011
L] _ppsTime Tin
&l _PP&TimeString Tin SGR:Sine! ElaveValue [BestFit - O
[El _ppsverifieduserN... Ve
@ ppsvear Yei Tag Name [ Desciiption [ Number | Server | Color | Units [ Minimum | Maimum | 10 Address | Time Offset | Source Tag___| Source Server </
@ PrAdTme 8] Integer_D01 bool1 The FieldReference pro... 2 SGR FALSEIT. ] 2 \\SGRURSGL_MDASL.  0:00:00.000
& praimt ad [E Integer_001.5tr1 The FieldReference pro... 3 SGR W\SGRUNSQL_MDASL..  0:00:00.000
B pramz Ao [ SneWaveVal 001 SneWaveValue The UserDefined object .. 4 SGR None 110 110 V\SGRANSGL_MDASL..  0:00:00.000
B Poam i'j & _PPssecond Second 5 SGR Nare 0 70 \iwisnods\WIEWTag...  0:00:00.000
4 » i SysTimeSec System Time : Seconds 6 SGR Second 0 70 \W\SGR\SysDrviSysteml..  0:00:00.000 =l
[ an [ Ansiog | 8] 4 [ ]|l 4] | o
Ready &

In the following Historian Trend, the AppEngine node tags are:
Tagl: SystemTimeSec tag of Historian local tag
Tag2: I/O Tag (P31541.110) getting data from DASSI of GR node

Tag3: InTouch Tag ( PP$Second) from WIS node historizing to GR
node

Tag4: Script Tag (Sinewaveval_002.SineWaveValue)
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The Industrial Application Server ( IAS) tag (script) does not have any
data loss as the data is stored in the SF folder in the AppEngine node.
This data is later forwarded after Quick Migration.
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Observations

GR is Platform1 in the Galaxy deployed. During Quick Migration of
the GR, it is obvious that there will be an instance during Quick
Migration when the following occurs:

GR, Historian will not be able to connect to the other deployed
nodes (Platforms 2, 3, and 4).

Other nodes will not be able to connect to GR (Platform1).

Some data sent from GR will be discarded till the TimeSync utility
is executed and system time of GR is synchronized.

AppEngine node is in the Store Forward mode.

Historian Client trend will not be able to connect to Historian, so
warning message is expected.

Historian machine's time is not synchronized during Live

Migration of the Historian, so the "Attempt to store values in the
future" message is expected.

After Live Migration, Historian's time needs to be synchronized.
Therefore, the server shifting warning message is expected.

After the Quick Migration of GR, Historian Node, the stored data is
forwarded from AppEngine node.

As a result, you see the following warnings on each of the VM nodes.

GR node

372973352/15/20115:34:19 PM7202748WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

372973362/15/20115:34:19 PM7202748WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.

372973902/15/20115:34:25 PM12844968WarningDDESuiteLinkClient
CTopic::Removeltems didn't get executed...: connection handle
m_hConn=0x00000000, connection status m bConnected=false,
host handle m pHost=0x0038eb80

372974562/15/20115:38:35 PM58683864WarningaakEngine0:6EC Values
in the past did not fit within the realtime window; discarding
data (260, 2011/02/15 12:00:25.440, 2011/02/15 12:04:22.490)
[aahMDASSF.cpp; 3722; 36]

AppEngine node

220482942/15/20115:30:33 PM26482672WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

220484332/15/20115:34:28 PM42764372WarningScriptRuntime

Insert.InsertValueWT: Script timed out.
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WIS node

17199092/15/20115:30:33 PM29443380WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

17199232/15/20115:31:29 PM49323684WarningaaAFCommonTypesUnable
to create dataview: Server must be logged on before executing
SQL query: SELECT aaT=DateTime, aaN=TagName, aaDV=Value,
aaSV=CONVERT (nvarchar (512),vValue), aaQ=0PCQuality,
aalQ=Quality, aaQD=QualityDetail, aaS=0

FROM History

WHERE TagName IN ('..
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Quick Migration of AppEngine
Trends:

In the Historian Trend below, the first three tags receive data from
DDESuiteLinkClient in Industrial Application Server (IAS) from the
PLC and are historized from Platform AppEngine. There is a data loss
for 81 seconds.

In the Historian Trend below, the AppEngine node tags are:
Tagl: SystemTimeSec tag of Historian local tag
Tag2: I/0 tag (P31541.110) getting data from DASSI of GR node
Tag3: (_PPtag3) is a InTouch tag of Wis node
Tag4: Script Tag (Sinewaveval_002.SineWaveValue)

RPO value are been captured in RPO table of QuickMigration of
AppEngine Node.
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Observations

AppEngine is Platform2 in the Galaxy deployed. During Quick
Migration of the AppEngine, it is obvious that there will be an
instance during Quick Migration when

AppEngine will not be able to connect to the other deployed nodes
(Platforms 1, 3, and 4).

Other nodes will not be able to connect to AppEngine (Platform?2)

Some data sent from AppEngine will be discarded till the
TimeSync utility is executed and system time of AppEngine is
synchronized. So Historian is bound to discard data from
AppEngine node.

AppEngine is not synchronized during quick migration and a
message “Values in the past did not fit within the realtime
window” 1s expected on AppEngine.

As a result, you see the following warnings on each of the VM nodes.

GR node

413214162/16/20113:58:23 PM23962780WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms

AppEngine

220563372/16/20114:00:28 PM25162532WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

220563382/16/20114:00:28 PM25162532WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.

220563392/16/20114:00:28 PM25162532WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

220564742/16/20114:01:06 PM31563160WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

220565732/16/20114:04:42 PM32364488WarningaakEngine0:9B8 Values
in the past did not fit within the realtime window; discarding
data (1385, 2011/02/16 10:28:13.968, 2011/02/16 10:30:30.426)
[aahMDASSF.cpp; 3709; 121]

220565772/16/20114:04:45 PM33044556WarningaaEngine0:A04 Values
in the past did not fit within the realtime window; discarding
data (445, 2011/02/16 10:28:14.827, 2011/02/16 10:30:32.067)
[aahMDASSF.cpp; 3709; 2]

WIS node

17204112/16/20113:58:21 PM36523428WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.
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Quick Migration of WIS, InTouch, HistorianClient
Trends:

In the Historian Trend below, the last tag $Second receives data from
InTouch and is historized.

Tagl: SysTimeSec
Tag2: $Second Intouch tag
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Observations

WIS node is Platform4 in the Galaxy deployed. During Quick
Migration of the WIS node, it is obvious that there will be an instance
during Quick Migration when

WIS will not be able to connect to the other deployed nodes
(Platforms 1, 2, and 3).

Other nodes will not be able to connect to WIS (Platform4)

Historian Client trend will not be able to connect to Historian, so
warning is expected.

Historian machine’s time is not synchronized during Quick
Migration of WIS node, so “Attempt to store values in the future” is
expected.

As a result, you see the following warnings on each of the VM nodes.
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GR node

413215532/16/20114:19:13 PM23962780WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

AppEngine node

220566142/16/20114:19:13 PM25162532WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

WIS node

17204172/16/20114:21:30 PM36523428WarningNmxSvcPlatform 1
exceed maximum heartbeats timeout of 8000 ms.

17204182/16/20114:21:30 PM36523428WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms
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Quick Migration of all nodes

Trends:

GR node hosts the DDESuitelLinkObjects. Therefore during Quick
Migration of GR node, there is data loss for tags that does receive data
from DAS Server/PLC.

In the Historian Trend below, GR node tags are:

Tagl: I/O Tag (Integer_001.int1) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag2: I/O Tag (Integer_001.booll) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag3: I/0 Tag (Integer_001.strl) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag4: Script Tag (SineWaveVal_001.SineWaveValue)

Tagh: InTouch tag ( PP$Second) from WIS node Historising to GR
node.

Tag6: SystemTimeSec tag of Historian.
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In the Historian Trend below, the AppEngine tags are:
Tag: I/O Tag (P28762.115) getting data from DASSI on GR
Tag: I/O Tag (P31541.110) getting data from DASSI on GR
Tag: I/O Tag (P20124.11) Buffer data tag getting data from DASSI

on GR

Tag: I/0 Tag (P20475.11) Buffer data tag getting data from DASSI

on GR

Tag: Script Tag (SineWaveVal_001.SineWaveValue) of GR
Tag: Script Tag (SineWaveVal_002.SineWaveValue) of AppEngine

Tag: SystemTimeSec tag of Historian.

] File Edit View Chart Tools Window Help

NE&aH| SR 389

Bk AREE

Tag Picker

| B A H |

) O EES B b ke[S 2 | [Ee[E[E] =) | e

B ® S W w2 52011 e2s00pm | [00] 00:15:00.000 ] [ 37 9011 e:av00pm <]

==l
==l

(3/9/2011 6:31:38 PM) TRUE

(null) (0 days. 00:03:43)

pervees x (31972011 6:35:21 PM) NULL
@ SGR
Tags

Tag Name [pe~

[B]_ppgchangePass... Ch'
[8] _ppsconfigureUsers  Co

| Y

1
/\

Ready

& _ppspate Da
[E PpeDatesting  Da
& _PPspateTime Da
D _Ppepay Da
|8/ _PpgHistoricalLog. His. 110
& _préHour He:
|8/ _PpsinactivityTim... Inz
(8] _PPgInactivityWar. Ine
& _ppéLanguage Lar .
[8] _PpstogicRuming Lot -1y
& _PPsMinute Mir.
& _pPgMonth Mo
& _ppémsec Ms
|8/ _PpPsNewAlarm Ne:
4 _PPgObjHor Ob
[ _ppgobyver Ob T T T T

52500 PM 6:28.00 PM 631:00 PM 63400 PM 637.00 PM 5.40.00 PM
L= _ppsOperator Op 3812011 3902011 3972011 912011 3812011 3912011
[E _PPsOperatorDom... Op
[E _PPsOperatorbom... Op
[E _PpsoperatorEnt... Op
[ _ppsoy op Tag Name [ Desciption [ Mumber [ Server | Color | Unts | Minimum | Madmum | IO Address
[E _Ppepasswordent... Par ||| O & SysTmeSes “System Time : Seconds 3 Secord 70 \\SGR\SysDrviSystem!S|
& _Ppésecond se O @ pess101 The UserDefined object provides a starting poirt for cre.. 35 SGR | | WSGRUNSQL_MDASIMI
[8] _Ppssterpdecon... st ||| O @ SineWaveVal_001 SineWaveValue The UserDefined object provides = starting point for cre... 36 SGR None 10 110 \\SGR\NSQL_MDASIM
[ _ppeTime ||} O @ e201240t ‘The UserDefined object provides a starting point for cre... 3 SGR N tone 1400000 3400000 \\SGRUNSQL_MDASIM
[ prétmesting ||| O @ 202501 The UserDefined object provides a starting point for cre... 38 SGR FALSEIT. Bl 2 \SGRVRSGL_MDASM
[ _ppsverifiedusert... ver ||| O @ P2047511 The UserDefined object provides a starting point for cre... 39 SGR \\SGRVSQL_MDASIM
[ _Pp§tear Yei i 2876112 The UserDefined object provides @ starting point for cre... 40 SGR None 40000 40000 \\SGRANSQL_MDASIMI
[ _PPAkTime O] & rteger_001int1 The FieldReference provides smple 1/0 capabilties for .. 41 SGR None: 40000 40000 \\SGRUNSQL_MDASIM
& _ppaim1 Ac SineWaveVal_002 SineWaveValue The UserDefined object provides a starting point for cre... 42 SGR P tone 110 110 \\SGRANSQL_MDASIM
8 _ppaim2 Ao The UserDefined object provides a staring port for cre... 43 SGR FALSEIT. 4 2 \\SGRUNSL_MDASIM
I8 PRaim3 i _PPtagd 4 SGR I o 10 110 \\swisnode’testprotTopi
g L [ _PPsSecond Second 45 SGR None [] 70 \\swisnode VI EWITagh:
2/ Al [ ] Analog | B] « [ » |4 | 3

Observations

The following warning are observed.

GR node

&

372976552/15/20116:09:39 PM7202748WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

372976562/15/20116:09:46 PM7202748WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

372976572/15/20116:17:21 PM7202748WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.
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372977172/15/20116:17:22 PM12846136WarningaakEngine0:B40 Values
in the past did not fit within the realtime window; discarding
data (392, 2011/02/15 12:39:47.662, 2011/02/15 12:47:22.031)
[aahMDASSF.cpp; 3722; 1]

372977192/15/20116:17:22 PM12844968WarningScanGroupRuntime?2
Can't convert Var data type to MxDataType

372977662/15/20116:17:25 PM58683864Warningaakngine0:6EC Values
in the past did not fit within the realtime window; discarding
data (260, 2011/02/15 12:39:47.405, 2011/02/15 12:47:23.232)
[aahMDASSF.cpp; 3722; 1]

372977692/15/20116:17:27 PM50685780WarningaahCfgSvc"Server time
is shifting (Expected time, Current time)"
(02/15/11,18:17:26,562, 02/15/11,18:09:53,900) [SGR;
Config.cpp; 2040]

372978322/15/20116:21:35 PM49123852WarningaakEngine(0:EB8 Values
in the past did not fit within the realtime window; discarding
data (391, 2011/02/15 12:39:47.369, 2011/02/15 12:47:21.779)
[aahMDASSF.cpp; 3722; 64]

372978342/15/20116:21:35 PM58683864Warningaakngine0:6EC Values
in the past did not fit within the realtime window; discarding
data (260, 2011/02/15 12:39:47.405, 2011/02/15 12:47:23.232)
[aahMDASSF.cpp; 3722; 57]

AppEngine

220485882/15/20116:13:36 PM26482672WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

220485892/15/20116:13:36 PM26482672WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.

220485902/15/20116:13:36 PM26482672WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

220485912/15/20116:13:36 PM26482744WarningMessageChannelSGR

address was not resolved. Error = 10022

220486792/15/20116:13:40 PM5352524WarningaakEngine0:988 Values
in the past did not fit within the realtime window; discarding
data (6245, 2011/02/15 12:39:32.687, 2011/02/15 12:43:39.655)
[aahMDASSF.cpp; 3709; 1]

220486832/15/20116:13:40 PM68606540WarningaakEngine0:A80 Values
in the past did not fit within the realtime window; discarding
data (4500, 2011/02/15 12:39:32.936, 2011/02/15 12:43:39.093)
[aahMDASSF.cpp; 3709; 1]

220486942/15/20116:14:35 PM42764372WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

220487542/15/20116:17:51 PM68606540WarningaaEngine0:A80 Values

in the past did not fit within the realtime window; discarding
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data (4500, 2011/02/15 12:39:32.936, 2011/02/15 12:43:39.093)
[aahMDASSF.cpp; 3709; 6]

220487582/15/20116:17:53 PM42763452WarningaaEngine0:CEC Values
in the past did not fit within the realtime window; discarding
data (458, 2011/02/15 12:39:32.796, 2011/02/15 12:43:39.655)
[aahMDASSF.cpp; 3709; 15]

WIS node

17199362/15/20116:15:44 PM29443380WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

17199372/15/20116:15:44 PM29443380WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

17199442/15/20116:16:36 PM49324412WarningaaAFCommonTypesUnable
to create dataview: Server must be logged on before executing
SQL query: SELECT aaT=DateTime, aaN=TagName, aaDV=Value,
aaSV=CONVERT (nvarchar (512),vValue), aaQ=0PCQuality,
aalQ=Quality, aaQD=QualityDetail, aaS=0

FROM History

WHERE TagName IN ('...
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Shut down of Source Host Virtualization Server

Trends:

In the following Historian Trend, the GR node tags are:

& Trend - [GR_Tags.aaTrend*]

] Fle Edit View Chart Tools Window Help
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Tagl: SystemTimeSec tag of Historian.

Tag2: I/0 tag (Integer_001.int1) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag3: I/O tag (Integer_001.booll) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag4: Script tag (SineWaveVal_001.SineWaveValue)
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In the Historian Trend below, the AppEngine node tags are:

Tagl: I/O tag (P31541.110) getting data from DASSI of GR node
Tag2: I/0 tag (P15501.117) getting data.
Tag3: Script tag (Sinewaveval_002.SineWaveValue)
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M Trend - [ModifiedRealTags_smalLaaTrend*] & x|
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Observations

The following warning are observed.

GR node

The following warnings are observed on the GR node during Power off
of Host Server.

369044912/14/201111:48:53 PM3040892WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

369044922/14/201111:48:53 PM3040892WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.

369044932/14/201111:48:53 PM3040892WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

369045602/14/201111:48:59 PM24084444WarningaaEngine0:6F0 Values
in the past did not fit within the realtime window; discarding
data (260, 2011/02/14 18:10:39.969, 2011/02/14 18:18:57.850)
[aahMDASSF.cpp; 3722; 1]

369045682/14/201111:49:00 PM42964300WarningScriptRuntime

DDESuiteLinkClient Buffered.reconnect: Script timed out.

369045692/14/201111:49:00 PM42964300WarningDDESuitelLinkClient
CTopic: :Removeltems didn't get executed...: connection handle
m_hConn=0x00000000, connection status m bConnected=false,
host handle m pHost=0x0ldé6eec8
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AppEngine node

220418642/14/201111:47:02 PM24562476WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

220418652/14/201111:47:02 PM24562476WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.

220418662/14/201111:47:02 PM24562476WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

220419262/14/201111:47:04 PM27323912WarningaakEngine0:9C0 Values
in the past did not fit within the realtime window; discarding
data (846, 2011/02/14 18:10:39.025, 2011/02/14 18:17:03.548)
[aahMDASSF.cpp; 3709; 1]

220419762/14/201111:49:41 PM15842492WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

220420922/14/201111:51:16 PM29804064WarningaakEnginel:8A8 Values
in the past did not fit within the realtime window; discarding
data (1870, 2011/02/14 18:10:40.010, 2011/02/14 18:17:03.329)
[aahMDASSF.cpp; 3709; 144]

220420962/14/201111:51:18 PM24123836WarningaakEngine0:BD0 Values
in the past did not fit within the realtime window; discarding
data (324, 2011/02/14 18:10:39.838, 2011/02/14 18:17:05.094)
[aahMDASSF.cpp; 3709; 57]

WIS node

17187672/14/201111:48:49 PM24443064WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

17187682/14/201111:48:49 PM24443064WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms
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Scenario 2: Virtualization Server Hardware Fails

Failover Due to Hardware Failure

The failover occurs due to hardware failure, and it is simulated with
power-off on the host server.

Trends:
In the Historian Trend below, the GR node tags are:
Tagl: SystemTimeSec tag of Historian.

Tag2: I/O tag (Integer_001.int1) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag3: I/0 tag (Integer_001.booll) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000

Tag4: Script tag (SineWaveVal_001.SineWaveValue)
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In the Historian Trend below, the, AppEngine node tags are:
Tagl: SystemTimeSec tag of Historian.
Tag2: I/0 tag (P31541.110) getting data from DASSI of GR node
Tag3: I/0 tag ( PP$Secound) InTouch tag
Tag4: /0O tag (_PPtag3) InTouch tag
Tagh: Script tag (Sinewaveval_002.SineWaveValue)
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Observations

GR node

The following warnings are observed on the GR node during Power off
of Host Server.

369049522/15/201112:13:55 AM22722288WarningScriptRuntime
GR.privatembytes: Script timed out.

369053872/15/201112:14:44 AM17285332WarningaaEngine0:C9C Values
in the past did not fit within the realtime window; discarding
data (318, 2011/02/14 18:44:07.128, 2011/02/14 18:44:43.444)
[aahMDASSF.cpp; 3722; 1]

369123252/15/201112:18:56 AM17285332WarningaakEngine0:C9C Values
in the past did not fit within the realtime window; discarding
data (318, 2011/02/14 18:44:07.128, 2011/02/14 18:44:43.444)
[aahMDASSF.cpp; 3722; 21]
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AppEngine node

220423732/15/201112:15:17 AM21002104WarningScriptRuntime
AppEngineNodel.privatembytes: Script timed out.

220425602/15/201112:16:10 AM24964832WarningDCMConnectionMgr
Open () of DCMConnection failed: 'A network-related or
instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...

220425612/15/201112:16:11 AM24964832WarningSQLDataRuntime3
SQLTestResults Command Failure - A network-related or
instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...

WIS node

None
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Scenario 3: Network Fails on Virtualization Server

Failover Due to Network Disconnect (Public)

Trends:
In the Historian Trend below, the GR node tags are:
Tagl: SystemTimeSec tag of Historian.

Tag2: I/0 tag (Integer_001.int1) getting data from

DDESuiteLinkClient_001.Topic39.Reall010000

Tag3: I/O tag (Integer_001.bool1) getting data from

DDESuiteLinkClient_001.Topic39.Reall010000

Tag4: Script tag (SineWaveVal_001.SineWaveValue)
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In the Historian Trend below AppEngine node tags are:
Tag2: I/0O tag (P31541.110) getting data from DASSI of GR node
Tag3: I/0 tag ( PP$Secound) InTouch tag
Tag4: 1/0 tag (_PPtag3) InTouch tag
Tagh: Script Tag (Sinewaveval_002.SineWaveValue)
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Observations

During network disconnect of host server all the nodes will be moved
to other Host server and all the VM's in the Host Server will get
restarted.

GR node

The following warnings are observed on the GR node during network
disconnect of host server.

372991772/15/20117:07:43 PM18522652WarningScriptRuntime
GR.privatembytes: Script timed out.

372993942/15/20117:08:03 PM18524540WarningaakEngine0:6FC Values
in the past did not fit within the realtime window; discarding
data (303, 2011/02/15 13:37:15.000, 2011/02/15 13:38:02.332)
[aahMDASSF.cpp; 3722; 1]

373063772/15/20117:08:26 PM16683064WarningaahStoreSvcAttempt to

store value prior to disconnect time. Value discarded -
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possible loss of data (SGR mdas, 4504, 2011/02/15
13:38:25.428, 2011/02/15 13:38:24.868) [SGR; pipeserver.cpp;
958]

373065202/15/20117:12:14 PM18524540WarningaaEnginel:6FC Values
in the past did not fit within the realtime window; discarding
data (303, 2011/02/15 13:37:15.000, 2011/02/15 13:38:02.332)
[aahMDASSF.cpp; 3722; 33]

373065242/15/20117:12:38 PM16683064WarningaahStoreSvcAttempt to
store value prior to disconnect time. Value discarded -
possible loss of data (SGR mdas, 4504, 2011/02/15
13:38:25.428, 2011/02/15 13:38:24.868) [SGR; pipeserver.cpp;
958; 3031]

AppEngine node

220493472/15/20117:07:15 PM23482352WarningScriptRuntime
AppEngineNodel.privatembytes: Script timed out.

220495942/15/20117:07:59 PM29765016WarningDCMConnectionMgr
Open () of DCMConnection failed: 'A network-related or
instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...

220495952/15/20117:08:00 PM29764200WarningSQLDataRuntime3
SQLTestResults Command Failure - A network-related or
instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...

220497602/15/20117:08:55 PM27281088WarningInTouchProxyFailed to

reconnecnt to data source

220498382/15/20117:13:19 PM29762980WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

WIS node

None
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Scenario 4: Virtualization Server Becomes
Unresponsive

Hyper-V Virtual Machines with Static RAM and
Reservations for Processors

It has been observed that even when the Host Virtualization Server
reaches 100% CPU utilization, there is no failover of the Hyper-V
virtual machines running on it to the other Host Virtualization Server.
However, the host server running at 100% CPU utilization fails to
process all the network requirements of the Hyper-V virtual machines
running on it. As a result, network disruptions on the Hyper-V virtual
machines are observed that result in data loss.

Host Virtualization Server Performance with CPU Load
at 100%

@Performance Monitor =2
File  Help

FREEE AR ERC

e — e

mﬁ o VMW\/WNWWV _\C::

2:41:12 P 2:44:20 PH 2,47:20 M 2:50:20 P 2:53:20 P 2156:20 PM 2:53:20 PM 30220 M 30520 M 3:08:20 P 3i11:20PM 1420 PH U720 PH 20PN 32252PM

<1 7]
[T —— Average | 53577 Minimum [ 0.197  Maximum [ 100,000 Duration | 41:39

[show  [coor  [Scale [ counter [mstance_[Parent | Object [ Computer I B

I =—-m Available MBytes Memar, IMERCLRY

v ———— 0.00000... Frivate Bytes Total Process YIMERCLRY
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~ ———— 0.000001  Currert Bandwidth Eroadcom .., Network Interface YIMERCLRY

¥ 0.001  Eytes Totaljsec Eroadcom .., - Network Interface YIMERCLRY =l
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Performance of GR node when the CPU load on host is at
100%

&) Performance Monitor

_18x
File Help
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| | |
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[show [ color  [Scale | counter [instance | Parent [ ebject [ Computer [
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v
v — — - 00001 Bytes Tataljsec Metwork Interface
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2 0.000001  Current Bandwidth Microsoft vi, - Metwork Interface 5GR

Performance of AppEngine node when the CPU load on
host is at 100%

@ performance Monitor [_T5]x]
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Observations When CPU Load is 100% on Host
Virtualization Server

The virtual machines do not failover when CPU load stays at 100%.
All the virtual machines continue to run on the same Host
Virtualization Server even though the CPU load is at 100%.

The messages "Snapshot write operation took longer than 10 seconds"
are expected when the virtual machines are running at high Processor
time % (Historian at 100% and AppEngine node at 50%).

The execution of time sync utility is impacted and the time is not
synchronized on the Historian, AppEngine nodes and GR node. As a
result, the message "Values in the past did not fit within the realtime
window" is observed.

GR node

413126932/16/20113:08:02 PM15202136WarningaahStoreSvcSnapshot
write operation took longer than 10 seconds. Change your
system settings to decrease size of snapshot or stop other
applications which may affect this parameter (1024, 3, O,
52004273, 2137401, 10) [SGR; deltastore.cpp; 2669]

413127142/16/20113:10:04 PM15202136WarningaahStoreSvcSnapshot
write operation took longer than 10 seconds. Change your
system settings to decrease size of snapshot or stop other
applications which may affect this parameter (1024, 3, O,
52004273, 2200899, 11) [SGR; deltastore.cpp; 2669]

413127432/16/20113:10:47 PM15202136WarningaahStoreSvcvValues in
the past did not fit within the realtime window; discarding
data (SGR mdas, 4500, 2011/02/16 09:40:14.558, 2011/02/16
09:40:46.643) [SGR; pipeserver.cpp; 2388]

413127472/16/20113:10:49 PM15644892WarningaaEngine0:AF0 Values
in the past did not fit within the realtime window; discarding
data (392, 2011/02/16 09:40:13.767, 2011/02/16 09:40:49.195)
[aahMDASSF.cpp; 3722; 1]

AppEngine

220548592/16/20113:06:44 PM22364432WarningaakEngine0:9E8 Values
in the past did not fit within the realtime window; discarding
data (2790, 2011/02/16 09:36:13.631, 2011/02/16 09:36:44.035)
[aahMDASSF.cpp; 3709; 1]

220548852/16/20113:06:47 PM14764744WarningaaEngine0:A28 Values
in the past did not fit within the realtime window; discarding
data (444, 2011/02/16 09:36:14.506, 2011/02/16 09:36:45.534)
[aahMDASSF.cpp; 3709; 1]

220548922/16/20113:06:47 PM22804524WarningaakEngine0:9E8 Values

in the past did not fit within the realtime window; discarding
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data (846, 2011/02/16 09:36:14.677, 2011/02/16 09:36:45.908)
[aahMDASSF.cpp; 3709; 1]

220550432/16/20113:10:27 PM22321496WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

WIS node:

None

Trend when CPU utilization is 100%
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From the above trend it can be noticed that there are frequent data
losses for all types tags IO and Script generated from GR and
AppEngine nodes.

Observations When CPU Load is 89% on Host
Virtualization Server

The virtual machines do not failover when CPU load stays at 89%. All
the virtual machines continue to run on the same Host Virtualization
Server even though the CPU load is high.

No warning massages are observed when CPU load of host is 89%.
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Trend when CPU Load is 89% on Host Virtualization
Server
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From the above trend it can be noticed that there is data loss for
Script tags of AppEngine node.
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Working with a Medium Scale Virtualization
Environment

This section contains the following topics:
Setting Up Medium Scale Virtualization Environment

Configuration of System Platform Products in a Typical Medium
Scale Virtualization

Expected Recovery Time Objective and Recovery Point Objective

Snapshots of Data Trends and Observations
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Setting Up Medium Scale Virtualization
Environment

The following procedures help you to set up and implement the
medium scale virtualization high availability environment.

Note: In the event that the private network becomes disabled, you
may need to add a script to enable a failover. For more information, see
"Failover of the Virtual Machine if the Domain/ Private Network is
disabled" on page 80

Planning for Medium Scale Virtualization
Environment

The minimum recommended hardware and software requirements for
the Host and Virtual machines used for medium virtualization
environment are provided in the table below:

Hyper-V Host

Processor Two 2.79 GHz Intel Xeon with 24 Cores

Operating System Windows Server 2008 R2 Enterprise with
Hyper-V enabled

Memory 48 GB

Storage SAN with 1TB storage disk

Note: For the Hyper-V Host to function optimally, the server should
have the same processor, RAM, storage and service pack level.
Preferably the servers should be purchased in pairs to avoid hardware
discrepancies. Though the differences are supported, it will impact the
performance during failovers.

Virtual Machines

Using the Hyper-V host specified above, seven virtual machines can be
created in the environment with the configuration given below.

Virtual Machine 1: Historian node

Processor Host Compatible Processor with 2-4 Cores
Operating System Windows Server 2008 R2 Standard
Memory 8 GB
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Storage

200 GB

System Platform
Products Installed

Historian
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Virtual Machine 2: Application Server node, DAS SI

Processor Host Compatible Processor with 2-4 Cores
Operating System Windows Server 2008 R2 Standard
Memory 8 GB

Storage 100 GB

System Platform ArchestrA-Runtime, DAS SI

Products Installed
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Virtual Machine 3: InTouch TS node

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 R2 Standard

Memory

4 GB

Storage

80 GB

System Platform
Products Installed

InTouch with TS enabled

Virtual Machine 4: Application Server Runtime

node 1

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 R2 Standard

Memory

4GB

Storage

80 GB

System Platform
Products Installed

Application Server Runtime only and
InTouch

Virtual Machine 5:
node 2

Application Server Runtime

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 R2 Standard

Memory

4 GB

Storage

80 GB

System Platform
Products Installed

Application Server Runtime only

ArchestrA System Platform Virtualization Guide




Working with a Medium Scale Virtualization Environment 137

Virtual Machine 6: Information Server node

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 Standard

Memory

4 GB

Storage

80 GB

System Platform
Products Installed

Information Server

Virtual Machine 7: Historian Client node

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows 7 Enterprise

Memory

4GB

Storage

80 GB

System Platform
Products Installed

Historian Client

Note: There should be a minimum of two Hyper-V hosts to configure

the failover cluster.

Network Requirements

For this high availability architecture, you can use two physical
network cards that need to be installed on a host computer and
configured to separate the domain network and the process network.
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Configuring Failover Cluster

The following is the recommended topology of the failover cluster for a
medium scale virtualization high availability environment.

<3 _.;
For File g': :

Share{Quorum)

Client Machine

{ Domain Network
1(}*5 Neftworf Switch

N
®

Failover Cluster

Shared Disk Storage

Storage Channel
Adapter 1

Starage Channel =
Adapter 1

Starage Channe|
apter

Plant Networ
Adapter

HypertV Host Server 2

Y, 0 B, O

Field Devices

This setup requires a minimum of two host servers and one storage
server shared across two hosts. Another independent node is used for
configuring the quorum. For more information on configuring the
quorum, refer to "Configure Cluster Quorum Settings" on page 154.

The following procedures help you install and configure a failover
cluster that has two nodes to set up on a medium scale virtualization
high availability environment.
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Installing Failover Cluster

To install the failover cluster feature, you need to run Windows Server
2008 R2 Enterprise Edition on your server.

To install the failover cluster feature on a server

1 On the Initial Configuration Tasks window, under Customize This
Server, click Add features. The Add Features Wizard window

appears.

Note: The Initial Configuration Tasks window appears if you have
already installed Windows Server 2008 R2. If it does not appear, open
the Server Manager window, right-click Features and click Add
Features. For information on accessing the Server Manager window,
refer to step 1 of "To validate failover cluster configuration" on

page 141.
Add Features Wizard [ ]
=
- Select Features
O
el Select one or mare Features to install on this server.
Confirmation Features: Description:
Frogress (MET Framework 3.5.1 Features (Installed) | Eallover Clustering allows multiplet
servers ko work together to provide
Results [] Background Inteligent Transfer Service (BITS)

’: BitLacker Drive Encryption

[] BranchCache

’: Connection Manager Adrministration Kit
[] Desktop Expetience

] [ _
’: Group Palicy Management
[ 1nk and Handwriting Services
[] Internet Printing Client
|: Inkernet Storage Mame Server
[] PR Part Manitar
[] Message Queving
[ Multipath 1jc
[] Wetwork Load Balancing
[] Peer Mame Resalution Protocal
[ quality Windows Audio Yideo Experience
’: Remoke Assistance
["1 Remate Differential Comoression

high availability of services and
applications, Failover Clustering is
often used for file and print services,
database and mail applications.

Management Consale
ering

| o

More about features

= Previous I Text = I

Install Cancel
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2 In the Add Features Wizard window, select the Failover

Clustering check box and click Next. The Confirm Installation
Selections area appears.

Add Features Wizard

= , . .
_;‘- Confirm Installation Selections

Features ) )
Ta instal the Fallowing roles, role services, or Features, dlick Install

Confirmation

(i) 1informational message below
Progress

Results (1) This server might need to be restarted after the installation completes.

Failover Clustering

Print, e-mail, ar save this information

<Previuus| [exk > | Instal I Canicel |

To complete the installation, view the instructions on the wizard

and click Install. The Installation Results area appears with the
installation confirmation message.

Add Features Wizard

= i
i~ Installation Results
d
Features
The Fallowing roles, role services, or features were installed successfully:
Confirrnation
1. 1 warning message below
Progress o

Resulks

1. ‘Windows automatic updating is not enabled, To ensure that wour newly-installed role or featurs is
- automatically updated, turn on Windows Update in Control Panel,

Failover Clustering 0 Installation succeeded

Print, e-mail, or save the installation report

< Previous | Text > | Close I Canice

4 C(Click Close to close the Add Features Wizard window.

Note: Repeat the above procedure to include all the other nodes that
will be part of the Cluster configuration process.
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Validating Failover Cluster Configuration

You must validate your configuration before you create a cluster.
Validation helps you confirm the configuration of your servers,
network, and storage meets the specific requirements for failover
clusters.

To validate failover cluster configuration

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

[, Server Manager M=l
Fle Action View Help

Server Manager {(CAPRICORN)

M

Diagniostics. ?-
] Configuration :
22 storage =
~1 Gerver Summary I server summary Help

Get an overview of the status of this server, perform top management tasks, and add or remave server roles and features.

~ Computer Information & Change System Properties

€ view Metwork Connections

Full Computer Name: CAPRICORM.space.com B
“ Configure Remote Deskbop

Domain: EEEEETID Sk, Configure Server Manager Remote
. § Managemert

wDaomain: Assigned by DHCP

wPlank: 192.168.0.165, IPv6 enabled

Fremote Desktop: Enabled

Server Manager Remote Enabled

Management:

Product 10: 00486-001-0001 07654653 (Activated)

¥ Do not shaw me this consale at lagon. This setting is contralled by Group Policy,

~) Security Information @ Go to Windows Firewall

& Configure Updates

Windows Firewall: Domain: OFF, Public: OFF
44 Check for New Roles

Windows Updates: Install updates automatically using Windows Updats 5 Run Security Configuration Wizard

Last checked for updates: Hever W Configure TE ESC [

2% Last Refresh: Today at 3:21 PM Canfigure refresh
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2 Expand Features and click Failover Cluster Manager. The
Failover Cluster Manager area appears.

Note: If the User Account Control dialog box appears, confirm the
action you want to perform and click Yes.

E.Server Manager

File  Action WYiew Help

&% 5= [

a Server Manager (CAPRICORN) Failover Cluster Manager

T Roles

(=] | Features Failover Cluster Manager
=

Diagnastics }\l,i‘_ﬂ Create failover clusters, walidate hardware for potential failover clusters, and perform configuration changes to your failover clusters.

it Configuration
25 Storage

+ Overview

A fallover cluster is a set of independent computers that work together to increase the availability of services and applications. The clustered
servers [caled nodes) are connected by physical cables and by software. IF ane of the nodes fails, another node beging to provide services
[a process known as failover)

* Clusters

* Management

To begin to use failover clustering, first validate pour hardware configuration, then create a cluster. After these steps are complete, you can
manage the cluster. Managing a cluster can include migrating services and applications ta it from a cluster running Windows Server 2003,
Windows Server 2008, or Windows Server 2008 R2.

B3 Yalidate 5 Confiquration [ Understanding cluster validation tssts
B LCreate a Cluster... [ Creating a failover cluster or adding a cluster nade
B Manage a Cluster, [ Manzaing s failover chister

[ Mimating servises and applications fom a cluster

* More Information

B Eailover cluster topics on the ‘web
|8 Eailover cluster communities on the wWeb

[ Miciosoit support page on the web

3 Under Management, click Validate a Configuration. The Validate
a Configuration Wizard window appears.

Yalidate a Configul

%ﬁ Before You Begin

Thiz wizard runs validation tests to determing whether this configuration of servers and attached storage is
set up comectly to support failover. & cluster solution is supported by Microzoft only if the complete
configuration [zervers, network, and storage] passes all tests in this wizard. In addition, all hardware
components in the cluster zolution must be "Certified for Windows Server 2008 R2"

Select Servers or a
Cluster

Testing O ptions )

o If you want to validate a set of unclustered servers, you need to know the names of the servers.
Canfirmation Important: the storage connected to the selected servers will be unavailable during walidation tests.
Wiy IF you want to validate an existing failover cluster, you need to know the name of the cluster or one of its
Summary NodEs.

*Vou muzt be a local administrator on each of the zervers you want to walidate

To continue, click Mext.

bore sbout preparing vour hardveare for validation
More about cluster validation tests

™ Danct show this page again
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View the instructions on the wizard and click Next. The Select

Servers or a Cluster area appears.

il validate a Configuration Wizard

jg? Select Servers or a Cluster

Before You Begin To validate a set of servers, add the names of all the servers.

Totest an existing clust

Testing Options

o Enter name:
Confirmation
Validating Selected servers:
Summary

er. add the name of the cluster or one of its nodes.

I\ Browse... |
CAPMCOM. $PACce. Com Add
geminl. space. com

Femaove |

< Previous I Mest > I Cancel |

5 In the Select Servers or a Cluster area, do the following:

a In the Enter name

list, enter the relevant server name.

Note: You can either enter the server name or click Browse to select

the relevant server name.
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b In the Selected servers list, click the required servers, and
then click Add.

c Click Next. The Testing Options area appears.

Note: You can add one or more server names. To remove a server
from the Selected servers list, select the server and click Remove.

'.”'25 Validate a Configuration Wizard

%gﬂ Testing Options

Before You Begin Choose between unning all tests or unning selected tests.
Emsm“s oy The tests include Inventory tasks, Network tests, Storage tests, and System Configuration tests.

Micrasaft suppots a chuster solution only if the complete configuration [servers, network, and storage] can
pass all tests in this wizard. In addition, all hardware components in the chuster solution must be “Certified
for Windows Server 2008 R2"

" Run all tests [recommended)

More about chuster vabdation tests

< Previous ] Met > Cancel
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6 Click the Run only tests I select option to skip storage validation
process, and then click Next. The Test Selection screen appears.

Note: Click the Run all tests (recommended) option to validate the
default selection of tests.

l@va!idate a Configuration Wizard

jg Test Selection

Belfore You Begin Select the tests that you want bo run. A few tests ate dependent on other tests, I pou choose a
dependent test, the test that it depends on vwill also run.
Select Servers or a
Cluster o
Testing O plions Desciiption
These tests gather and
XA display information sbout the
nodes.
Mo fer v ion tests
¢Previous | New> |  cancel |

7 C(Clear the Storage check box, and then click Next. The Summary
screen appears.

i validate a Configuration Wizard

454 Summary
i

Testing has completed for the tests you zelected. To confirm that pour cluster zolution iz
! . supported, you must run all tests. A cluster zolution is supported by Microsoft only if it passes all
cluster validation tests.

Before v'ou Begin

Select Servers or a

Cluster

T esting Options - - - -
ez Beleetn Failover Cluster Validation Report j
Corfirrnation

alidating Node: capricarn.space.cam

Surmmary Node: gemini.space.com

v, N -
To view the report created by the wizard, click Yiew Repaort. Yiew Rleport,.. |

To close this wizard, click Finish.
Create the cluster now using the validated nodes...

More about cluster walidation tests

8 Click View Report to view the test results or click Finish to close
the Validate a Configuration Wizard window.
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A warning message appears indicating that all tests have not been
run. This usually happens in a multisite cluster where storage tests
are skipped. You can proceed if there is no other error message. If the
report indicates any other error, you need to fix the problem and rerun
the tests before you continue. You can view the results of the tests
after you close the wizard in SystemRoot\Cluster\Reports\Validation
Report date and time.html where SystemRoot is the folder in which
the operating system is installed (for example, C:\Windows).

To know more about cluster validation tests, click More about cluster
validation tests on Validate a Configuration Wizard window.

Creating a Cluster

To create a cluster, you need to run the Create Cluster wizard.

To create a cluster

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

4
a £l
@ Diagnostics Views the health of the roles installed on your server and add or remove roles and features,
it Configuration

52 stovage

~ Roles Summary A roles summary Help

) Roles: 3 of 17 installed

T Add Roles
~ 5 Remave Roles
(@) Active Directony Domain Services
DS Server
Fll Services
A Active Directory Domain Services [ 4005 Hel

Stores drectary data i d incuding user thenticati

and directory searches.

) S 5 o o ActvsDrectay Damain
Hessages: |
System Services: & Running, 2 Stapped

(@ Events; 4infarmational n the last 24 hours
Best Practi Jyzer: To start Jyzer scan, go to

Jyzer tle on this roe's h  dick Scan this Role
~ Role Services: 1 installed 5 Add Role Services
B Re Role 5
Role Service [ Seatus | LI Remove Role Servkes
&5 Active Directory Domain Controller Installed
Identity Management for UNTX Mot instalied

Server for Netwark Information Services Nat installed

Password Synchrorization ot nstalec

Adrinistration Taols et stalied
Desciption
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2 Expand Features and click Failover Cluster Manager. The
Failover Cluster Manager pane appears.

Note: If the User Account Control dialog box appears, confirm the
action you want to perform and click Yes.

. Server Manager
Fle Acion View Help

«=7[Fd
i Server Manager (CAPRICORN)
5 Roles

atures

Bl

Fm Diagnostics
Configuration

Failover Cluster Manager

Failover Cluster Manager

i Creste fsilover clusters, validsts hardware for potentisl failover clusters, and perform configuration changes to you failover clusters
i

- Overview

4 Failover clusler is 2 set of independent computers that work together ta incresse the avalabilly of senvices and applications. The clustered
servers [called nodes) are connected by physical cables and by software, If one of the nodes fall, another node beins to provide services
{a pracess known as failover),

+ Clusters

-+ Management

Ta begin ta use falover clustering. fst validate your hardwere configuration, then ereate a chister. After these sieps are complete, you can
manage the cluster. Managing a clusler can include migraling senvices and spplicalions ko it from 2 cluster 1unning Windaws Server 2003,
windows S erver 2008, artwindows Server 2008 R2.

[ Yelidote o Configuralion

[ Ciesle & Clusier

[ Manage a Cluster.

[ LUnderstanding cluster validation tests
[d Crealing a faibover cluster or adding a cluster node
[ Manaaing a failover cluster

[ Mimating services and spplications fom a cluster

+ More Information

B Ealover cluster topies on the Web
& Falover cluster communties on the 'web

& Miciosoft support page on the ‘Web

3 Under Management, click Create a cluster. The Create Cluster
Wizard window appears.

%Ereate Cluster Wizard

Select Servers

W alidation W arning

Access Point for
Administering the
Cluster

Corfirnation
Creating Mew Cluster

Sunimnary

%3 Before You Begin

Thiz wizard creates a cluster, which is a set of servers that work together to increase the availability of
clustered services and applications. If ane of the servers fails, another server beging hosting the clustered
zervices and applications [a process known as failover].

Before you mn this wizard, we strongly recommend that you un the Walidate a Configuration wizard to
enzure that your hardware and hardware settings are compatible with Failover clustering.

Microsoft supports a cluster solution only if the complete configuration [servers. network, and storage] can
pazz all tests in the Yalidate a Configuration wizard. |n addition, all hardware components in the cluster
zolution must be "Certified for Windows Server 2008 B2"

‘r'ou must be a local administrator on each of the servers pou want to include in the cluster.

To continue, click Mest.

More sbout Microzoft support of cluster solutions that have passed validation tests
More about the name atd 1P address information needed for a new cluster

" Do nat show this page again

Mext > I

Cancel I

4 View the instructions and click Next. The Validation Warning area

appears.
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%2 Create Cluster Wizard X

3 ”g; Validation Warning

Befare *rou Begin Far the zervers you selected for this cluster, the reports from cluster configuration validation tests
appear to be missing or incomplete. Microsoft supports a cluster solution only if the complete
configuration [zervers, network. and storage] can pass all the tests in the Validate a Configuration
wizard.

Select Servers !

Access Paint for
Adminigtering the
Cluster

Do wou want ta run configuration validation tests before continuing?

Confirmation iew Repark |

Creating Mew Cluster . . . . .
e es. When | click Mest, run configuration walidation tests, and then retum to the process of creating
Summary the cluster.

+ Moo | do not require suppart from Microsoft for this cluster, and therefore do not want to rwn the:
wvalidation tests. When | click Mext. continue creating the cluster.

More about Microsoft support of cluster solutions that have passed validation tests

< Previous | Mest > I Cancel |

5 Click No. I do not require support from Microsoft for this
cluster, and therefore do not want to run the validation tests.
When I click Next, continue creating the cluster option and click
Next. The Select Servers area appears.

Note: Click Click Yes. When I click Next, run configuration
validation tests, and then return to the process of creating the
cluster option if you want to run the configuration validation tests.
Click View Report to view the cluster operation report.

B¥ Create Cluster Wizard [ x| I

i Select Servers

Eefore ‘You Begin Add the names of all the servers that pou want to have in the cluster. ou must add at least one server

“alidation ' arning

Acoess Paint for Enter server name: || Erowse..
Adminiztering the

lster Selected servers; MECUrY. space. com Add
- YENLIS. 5ACE. COm
Corfirmation

Femove
Creating Mew Cluster

Summary

<Prewnus| MNext > I Cancel

6 In the Select Servers screen, do the following:

a In the Enter server name box, enter the relevant server name
and click Add. The server name gets added in the Selected
servers box.
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Note: You can either enter the server name or click Browse to select
the relevant server name.

b Click Next. The Access Point for Administering the Cluster
area appears.

¥ Create Cluster Wizard [ %] I

"5 Access Point for Administering the Cluster

f

Before r'ou Begin Type the name you want to use when administering the cluster.

Select Servers
Cluster Mame: Il
One or mare DHCF IPv4 addresses were configured automatically. All netwarks were configured

W alidation Y4 arning
fi automatically.

Canfirmation

Creating Mews Cluster

Surmmary

More shout the administrative: Access Point for & cluster

< Previous I ezt > I Cancel
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7 In the Cluster Name box, enter the name of the cluster and click
Next. The Confirmation area appears.

Note: Enter a valid IP address for the cluster to be created if the IP
address is not configured through Dynamic Host Configuration Protocol

(DHCP).

34:!1 Confirmation

Betore You Begin ‘You are ready to create a cluster.

Seloct Sarvers The wizard will create your cluzster with the following settings:
Walidation W arning j
X Cluster: Starsl
(s Pl Node: Capricorn.space.com
Administering the " P oo P !
Cluster Node: gemini.space.com
P, IP Address: DHCP address on 10.91.60.0/23
Canfirmation
Creating Mew Cluster
Summary
=

To continue, click Mest

< Previous | MNext > I Cancel I

8 Click Next. The cluster is created and the Summary area appears.

E¥ create Cluster Wizard

Summary

Eefare Y'ou Begin ‘You have successhully completed the Create Cluster Wiz ard.

Select Servers

“Walidation " arming

Access Paint for -
Admiristering the C reate C I u ste r
Cluster
Canfirmation
Creating Mew Cluzter Cluster: Planet
Node: MMEercury Space,com
Node: YEMUs Space,.com
Quorum: Mode Majority ﬂ
To view the repork created by the wizard, click View Report. Wiew B b |
Ta close this wizard. click Finish. S e

9 C(lick View Report to view the cluster report created by the wizard
or click Finish to close the Create Cluster Wizard window

ArchestrA System Platform Virtualization Guide



Working with a Medium Scale Virtualization Environment 151

Disabling the Plant Network for the Cluster
Communication

After creating the Failover cluster using two or more Network Cards
enabled, Make sure only Primary Network card which is used for the
Communication between the Hyper-V nodes is enabled for the Failover
Communication Disable the remaining Cluster Networks

To disable the plant network for the Cluster Communication

1 Click the Server Manager icon on the toolbar. The Server
Manager window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

[E. 5erver Manager [_[O0x]

File  Action Yiew Help

Server Manager (CAPRICORN)

[ il Features

Bl 3 Disgnostics E Get an overview of the status of this server, perform top management tasks, and add or remave server roles and features,
B i} Corfiguration =]
[ 5 Storage

*) Server Summary [ server summary Help
~ Computer Information & Change System Properties
Full Computer Hame: CAPRICORN,space.com o Vi tebork sEane coors
‘R Configure Remote Desktop
Doman: FHace conl Ly Configure Server Manager Remote
Management
vDomain: Assigned by DHCP
wPlant: 192,168,0.165, IPvé enabled
Remate Desktop: Enabled
Server Manager Remate Enabled
Management:
Product 1D: 00486-001-0001076-84653 (Activated)
¥ Do not show me this console at logon. This setting is controlied by Group Policy
~) Security Information @ Goto windows Firewal
windows Firewall Demain: Off, Public: OFF i Confiare Lpdates
%4 Check for New Roles
windows Updates: Install updates automatically using Windows Update: B e e
Last checked for updates: Hever Py Configure IE ESC

4 Last Refresh: Today at 3:21 PM  Confiqure refresh

2 Expand the Failover Cluster Manager and select Networks to
check how many networks are participating in the cluster.

[E. Server Manager
Fle Acion Wiew Help

&= Hm|HE
[ 5 Roles

=) &5 Failover Cluster Manager
1 S5 star.space.com Name [ Status [ Cluster Uses I

B Services and applications 3 Cluster Network 1 @ Up Enabled

=i Modes 4 Cluster Network 2 @ Up Enabled

Cluster Network 1

Cluster Network 2
FH] Cluster Everts

3 Disgnostics

it configuration

[ &5 Storage

i

Status: Subnets:
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3 Select Network of which is not required to be part of the Cluster
Communication (for example, Private Network ) and right click to
select Properties. The Cluster Network Properties menu dialog
box appears

E.server Manager
Ele Action Wiew Help
e 2mH
T Server Manager (CAPRICORN) Cluster Network 1
5 Rokes
=) i Features Cluster Network 1
= &5 Fallover Clusker Manager
55§ star.space.com éT Summary of Cluster Network 1
53 services and applications Cluster Metwork 1 has 1 subnetis),
Bl 51 Hodes
b Storage Status: Up Subnets:
B NEt%.-n—- Cluster Use: Enabed 182188.0.0/24 [IPvd)
ia Clust Show the critical events for this netwark
CUStErE  yiow »
m Diagnostics —_—
| Configuration Rename
&5 sorage Refresh [ Status [ Current Dwner
tions
Help it Cancer
T CAPHICURN - vPlant CAPRICORN
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4 Select the Do not Allow cluster communication on this network

option from the Properties dialog box and click OK to apply the
changes.

Cluster Network 1 Properties

General |

=
§1 Cluster Metwark. 1

M arne:
IEIuster Metwork 1

" Allow cluster network communication on this network

¥ Allows clients to connect thiough this netwark

@ Donot allaw cluster network communication on this netwark

Statuz Up

Subnets:

192.168.0.0/24

ak. I Cancel | Apply I

5 Check the summary pane of the networks and ensure Cluster Use

is disabled for the network which is not required for cluster
communication

[E.server Manager
Fle Action View Help
€= 2m Hm

=L, Server Manager (CAPRICORN) Networks
5 Roles
E i1 Featurss Networks
=1 4, Fallover Cluster Manager
S & star.spacs.com Name [ Status [ Cluster Lise |
= Services and applications 4 Cluster Network 1 () Up

Disabled
i Modes & Cluster Nebwork 2 @ up Enabled

Netwark L
1 Cluster Network 2
Cluster Events

3 Diagnastics
3} Configuration
25 storage

Note: Repeat the above process if more than two networks which are

not required for cluster communication are involved in the Cluster
Setup.
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Configure Cluster Quorum Settings

Quorum is the number of elements that need to be online to enable
continuous running of a cluster. In most instances, the elements are
nodes. In some cases, the elements also consist of disk or file share
witnesses. Each of these elements determines whether the cluster
should continue to run.

All elements, except the file share witnesses, have a copy of the cluster
configuration. The cluster service ensures that the copies are always
synchronized. The cluster should stop running if there are multiple
failures or if there is a communication error between the cluster nodes.

After both nodes have been added to the cluster, and the cluster
networking components have been configured, you must configure the
failover cluster quorum.

The file share to be used for the node and File Share Majority quorum
must be created and secured before configuring the failover cluster
quorum. If the file share has not been created or correctly secured, the
following procedure to configure a cluster quorum will fail. The file
share can be hosted on any computer running a Windows operating
system.

To configure the cluster quorum, you need to perform the following
precedures:

Create and secure a file share for the node and file share majority
quorum

Use the failover cluster management tool to configure a node and
file share majority quorum
To create and secure a file share for the node and file share
majority quorum

1 Create a new folder on the system that will host the share
directory.
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2 Right-click the folder that you created and click Properties. The
Quorum Properties window for the folder you created appears.

Note: In the following procedure, Quorum is the name of the folder.

l Quorum Properties E

General Sharing | Securityl Previous Werzsions I Customizel

— Mebwork, File and Folder Shanng

Quorum
| Mt Shared

Metwork Path:
Mot Shared

—Advanced Sharing

Set custam permissions, create multiple shares. and set ather
advanced sharing optians.

18 Advanced Sharing...

(] | Catcel | Apply |

3 Click the Sharing tab, and then click Advanced Sharing. The
Advanced Sharing window appears.

Advanced sharing Ed

Iv' share this Folder

—Settings

Share name:

I Cuiorum

Add | Remave |

Lirnit: the number of simultaneous users to: I 15???;3:

Cormmenks:

I Permissions I Caching |
(84 I Cancel | Apply
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4 Select the Share this folder check box and click Permissions. The
Permissions for Quorum window appears.

l Permissions for Quorum
Share Permizsions |

GIDUD ar User names;

Add... | Remove |
Permisgions for Everyone Al Deny
Full Comtrol O O
Chahge O O
Read O

Learn about access control and permissions

(u] I Cancel | Apply |

5 Click Add. The Select Users, Computers, Service Accounts, or
Groups window appears.

Select Users, Computers, Service Accounts, or Groups E

Select this object type:

ILlsers, Groupsz, or Buil-in 2ecurity principals I Object Types... I

From this location:

I | Locations... |

Enter the object names to select (examplez]:

<Model>,<Nodes < Cluster Mames| Check Mames |

Advanced... | ak I Cancel |

A
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6 In the Enter the object name to select box, enter the two node
names used for the cluster in the medium node configuration and
click OK. The node names are added and the Permissions for
Quorum window appears.

l Permissions for Quorum
Share Permiszions |

Group or user hames:
e WETYONE

Add... | Remove |
Permizzionz for Evemone Aflone Ceny
Full Cartral a O
Change O O
Read O

L earn about access control and permissions

0k, I Cancel Smply

7 Select the Full Control, Change, and Read check boxes and click
OK. The Properties window appears.
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l Quorum Properties

" General Sharing | Security | Previous Yersions | Customize |

— Metwork File and Folder Sharing

| Quorm
I Mot Shared

Wetwork Path:
Mat Shared

—Advanced Sharing

Set custom permissions, create multiple shares. and set other
adwanced sharing options.

'?:5' Advanced Sharing...

0K | Carcel | Spply |

8 Click Ok. The folder is shared and can be used to create virtual
machines.

To configure a node and file share majority quorum using the
failover cluster management tool

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

[E.Server Manager
File Acion Wiew Help

e=z=d |
S Server Manager (CAPRICORN) Star.space.com
£l & Roles
Bl Hyper-v Cluster Star.space.com
[ 3 Hyper-¥ Managsr
& CAPRICORN <=y Summary of Cluster Star
E g Features %jd

b Star has 0 applications/services and 2 nades
El & Falover Cluster Manager

o . R = et Networks: Chister Netwark 1, Cluster Netnark 2
Disgnostics
! configuration e Capiicom Subnets: 2IPvd and 0IPYE

Wiew Yalidation Report,

B 25 Storage
| windows  Enable Cluster Shared volumes. .,
=9 Disk Mane

2 & Mode Majority - \Warhing: Failure of a node will cause the cluster to fail. Check the status of the nodes.
ts: Mone in the last 24 hours
Add Node.,,

Close Connection

e or more servers [nodes). of migrate services and applications from a cluster
Eerver 2008 A2

View bl lyelossris ciarinsa |, ou can confiqure for high availsbiit
Refresh Shut down Cluster.. dling cluster validation tests
Froperties Destroy Cluster... ding Cluster Shared Yolumes
Help [ 2dd aserver to your cluster
[ Misiste services and applcations... 7] Mirsing 2 chte oo Serve 200 Windous Server 2008w Winows

@] Mavigshe bo Storage to add disks
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2 Right-click the name of the cluster you created and click More
Actions. Click Configure Cluster Quorum Settings. The Configure

Cluster Quorum Wizard window appears.

B Configure Cluster Quorum Wizard

¥ Before You Begin

This wizard guides wou through configuration of the quarum for a failover cluster, The quonm
configuration determings the point at which too many failures of certain cluster elements will stop the:
cluster fram running. The relevart chister slements are the nodes and, in some quarim configurations,

Select Quorum

g disk witness [which containg a copy of the cluster configuration] or file share withess. & majority of these
Confirmation elements must remain online and in communication, or the cluster “loses quorum' and must stop rukning.
Configure Cluster Nate that full function of & cluster depends not just on quorum, but on the capacity of each node to
Quorm Settings suppoit the services and applications that fail over to that node. For example, a cluster that has five nodes
Summan could still have quorm after two nodes fail, but each remaining cluster node wold continue serving

& clients only if it had enough capacity to suppart the services and applications that failed over to it.

Impartant: Run this wizard anly if you have determined that you need to change the quarum configuration
for your cluster. When you create a cluster, the cluster software automatically chooses the quarum
configuration that will pravide the highest availabilty for pour cluster.
To continue, click Next

tore shout quomum configurations

™ Danat show this pags again

3 View the instructions on the wizard and click Next. The Select
Quorum Configuration area appears.

Note: The Before you Begin screen appears the first time you run the
wizard. You can hide this screen on subsequent uses of the wizard.

nfigure Cluster Quorum Wizard

3 13" Select Quorum Configuration

il

Before You Begin Read the descriptions and then select a quorum configuration for paur cluster. The recommendations are
based on providing the highest availability for pour cluster
" Mode Maiarity (ot recommended for your current number of nodes)

Configure File Share Can sustain faiures of 0 node(s).
Withess

" Node and Disk Majority

Can sustain failures of 1 node(s) with the disk witness online.
Configure Cluster Can sustain failures of 0 node(s] if the disk withess goes offiine or Fails
Guorm Settings

Confirmation

Summary ' Node and File Share Majority (for clusters with special conligurations)

Can sustain failures of 1 nods(s] if the file share withess remains available.
LCan sustain failures of O node(s] if the file share withess becomes unavailable,

" No Majority: Disk Only [not recommended)
Can sustain failures of all nodes except 1. Cannot sustain a failure of the quoum disk. This
canfiguration is not recommended because the disk is a single point of failure.

tare sbout quonim configurations

<F‘|avmus| Next > I Cancel
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4 You need to select the relevant quorum node. For special
configurations, click the Node and File Share Majority option and
click Next. The Configure File Share Witness area appears.

Note: Click the Node Majority option if the cluster is configured for
node majority or a single quorum resource. Click the Node and Disk
Majority option if the number of nodes is even and not part of a
multisite cluster. Click the No Majority: Disk Only option if the disk
being used is only for the quorum.

%Eonﬁgure Cluster Quorum Wizard B

[ Configure File Share Witness

=

Before You Begin ; § . X
Pleaze select a shared folder that will be uzed by the file share withess resource. This shared

SElE_Cl Qu_orum folder must not be kosted by this cluster. |t can be made more available by hosting it on another
Configuration cluster.

Shared Folder Path:

Confirmation

Configure Cluster ‘WuniversehShared Browse. .. |

Quorum Settings

Summary

< Previous I Mewt I Cancel I
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5 In the Shared Folder Path box, enter the Universal Naming
Convention (UNC) path to the file share that you created in the
Shared Folder Path field, and then click Next. Permissions to the
share are verified. If there are no problems with the access to the
share, the Confirmation screen appears.

Note: You can either enter the server name or click Browse to select

the relevant shared path.

ﬁtonﬁgure Cluster Quorum Wizard [ x|

Confirmation

Before You Begin “You are ready ta configure the quorum settings of the cluster.

Select Quorum

Configuration

Canfigure File Share Share: “wuniversehShared ﬂ
Witness Quorum Configuration: Node and File Share Majority

Confirmation

Your cluster quorumn configuration will be changed to the configuration shown
Canfigure Cluster above.
Guarum Settings

Summary

To continue, click Mext,

< Previous I Next > I Cancel
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6 The details you selected are displayed. To confirm the details click
Next. The Summary screen appears and the configuration details
of the quorum settings are displayed.

[ confgure Custer quoramwizard
Summary

Before fou Begin You have successfully configured the quorum settings for the cluster.

Select Quarrmn

Configuration

Configure File Share ﬂ
Withess H H

o Configure Cluster Quorum Settings

anfirmnation

Configure CIL_Aster
GQuorum Settings Share: “waniversehShared
Quorum Configuration: Node and File Share Majority

Summary

=l

To view the report created by the wizard, click View Report, 3 |
To cloge this wizard, click Finish. e AR

7 Click View Report to view a report of the tasks performed, or click
Finish to close the window.

After you configure the cluster quorum, you must validate the cluster.

For more information, refer to
http://technet.microsoft.com/en-us/library/bb676379(EXCHG.80).aspx.

Configuring Storage

For any virtualization environment, storage is one of the central
barriers to implementing a good virtualization strategy. But with
Hyper-V, VM storage is kept on a Windows file system. Users can put
VMs on any file system that a Hyper-V server can access. As a result,
you can build HA into the virtualization platform and storage for the
virtual machines. This configuration can accommodate a host failure
by making storage accessible to all Hyper-V hosts so that any host can
run VMs from the same path on the shared folder. The back-end part
of this storage can be a local storage area network, iISCSI or whatever
is available to fit the implementation.
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The following table lists the minimum storage recommendations for

each VM :
System Processor
Historian Virtual Machine 200 GB
Application Server (GR node) | 100 GB
Virtual Machine
Application Engine 1(Runtime | 80 GB
node) Virtual Machine
Application Engine 2 80 GB
(Runtime node) Virtual
Machine
InTouch Virtual Machine 80 GB
Information Server Virtual 80 GB
Machine
Historian Client 80 GB

The recommended total storage capacity should be minimum 1TB.

Configuring Hyper-V

Microsoft Hyper-V Server 2008 R2 helps in creating virtual
environment that improves server utilization. It enhances patching,
provisioning, management, support tools, processes, and skills.
Microsoft Hyper-V Server 2008 R2 provides live migration, cluster
shared volume support, expanded processor, and memory support for
host systems.

Hyper-V is available in x64-based versions of Windows Server 2008 R2
operating system, specifically the x64-based versions of Windows
Server 2008 R2 Standard, Windows Server 2008 R2 Enterprise, and
Windows Server 2008 Datacenter.

The following are the pre-requisites to set up Hyper-V:
x64-based processor
Hardware-assisted virtualization

Hardware Data Execution Prevention (DEP)
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To configure Hyper-V

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

R Server Manager [_]
Flle Action  Wiew Help

= |

Server Manager (UNIYERSE)
5 Roles
&1l Features EE
3 Diagnostics
ik Configuration !
3 Storage

View the health of the roles installed on your server and add or remove roles and features

~) Roles Summary [ roles summary Help
~ Roles: 3of 17 installed

S add Roles
~ i Remove Roles
(@) Active Directory Domain Services
DS Server
Flle Services

~) Active Directory Domain Services [ epsHep
Stores directory data and manages communication between users and domains, including user logon processes, atkthentication, and directory searches.
= [5 Go to Active Directary Domain
Role Status SEs
Messages: 1

System Services: 8 Runring, 2 Stopped
Events: 4 informational in the last 24 hours

Best Practices Analyzer: To start 3 Best Practices Analyzer stan, go to the Best Practices Analyzer ke on this roles homepage and click Scan this Role

~ Role Services: 1 instalsd

ab Add Role Services

FrPE— [ ]| 5 Remave Role Services
&5 Active Directory Domain Controller Installed
Identity Management for NI Mot installed
Server for Network Information Services Mot installed
Passward Synchronization Mot installed
Admiristration Tools Mot installed
Description:
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2 In the Roles Summary area, click Add Roles. The Add Roles
Wizard window appears.

Note: You can also right-click Roles, and then click Add Roles Wizard
to open the Add Roles Wizard window.

Add Roles Wizard [x]
ig‘h Before You Begin
b egn This wizard helps on this sarver, which roles on the basks you
Server Roles wank this server to perform, such & sharing documents o hosting & Web site.
Confirmation Before you continue, verify that:
Progress » The Admy accourt has d
Results » Network settings, such as static IF addresses, are configured
+ The latest security updates from Windows Uipdate are installsd

If you have to complete any of the preceding steps, cancel the wizard, complebe the steps, and then run the
wizard again.

To continue, chick Hext.

I Skip this page by defauk

s [ et Inet Cancel
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3 View the instructions on the wizard and click Next. The Select
Server Roles area appears.

Add Roles Wizard

ﬁh Select Server Roles

Before You Begin

Progress

Results

Select one or more roles to install on this server,

Roles: Description:
[ Active Directory Certificake Services %m:@m
[ Active Directory Dofain Services et “M""W‘ ;
] active Directory Federation Services Eactivitisl raaching ' -:”". ::sl
] Active Directory Lightwesight Dirsctory Sarvices computer system that operstes in an
[ Active Directary Rights Management: Services isolated execution environment. This
[ Application Server mvmymnnmmmm
] DHCP Server Systems aneoushy.
[] N5 server
] Fax Server
v (=
[ Prirkt and Document Services
[ Windows Deployment Services
[ Windows Server Update Services
More sbout server roles

cprevious |[ met> | cancel |
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4 Select the Hyper-V check box and click Next. The Create Virtual
Networks area appears.

Add Roles Wizard [ %]

ﬁa Create Virtual Networks

Before You Begin Virtual machines require virtual ks bo icate with other After you install this role, you
can create ﬁtudmadiusrn:l#adlﬂ'emhnaﬁtudmtwu‘k.

Server Roles

Hyper-y One virbual network will be creabed for each network adapter you select. We recommend that you create ak
least one virtual network now For use with virtual machines. You can add, remove, and modiy your virtual

Wirtual Mebworks netvacirks Laber by using the Virtual Network Manager.

Confirmation

. Metwork Adapkers: |

Results

[ Local Area Connection Beakek RTLE13%/610x Famly Fast Ethernet NIC
[0 Local Area Connection 2 Broadcom MetXtrems SThoc Gigabit Controller

|| i | We recomenend that you reserve one network adapter for remote access to this server. To reserve a
network adapter, do nok select i For use with a virtual network.

(Pwviousl Mgt > | Cancel
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5 Select the check box next to the required network adapter to make
the connection available to virtual machines. Click Next. The
Confirmation Installation Selections area appears.

Note: You can select one or more network adapters.

Add Roles Wizard n

i(?\'l.i Confirm Installation Selections

Before You Begin

Tainstal the following roles, role services, or features, chok Instal,
(i) 1 informational massage below

(i) This server might need to be restarted after the installation completes.
Confirmation “ Hyper-¥
Progress Wirtual Mistworks : Local Area Connection
Results
i i iz infi .
< Pravious | | I TInestall | Cancel I

6 Click Install. The Installation Results area appears.

Add Roles Wizard [ ]
ig} Installation Results
Before You Bagin
z One or more of the Following roles, robs services, or features require you to restart:
Server Roles
1. 1 warning sage balow
Hyper-¥ mes
Virkusal Netwarks “ Hyper-¥ 1. Restart Pending
Confirmation 1, You must restart this server to finish the installation process.
Frogress
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7 A message appears prompting you to restart the computer. Click
Close. The Add Roles Wizard pop-up window appears.

Add Roles Wizard

E Installation Results

Before You Begn
Server Robes
Hyper-¥

Wirtual Natworks

Confirmation
Progress

Add Roles Wizard

One or more of the Following roles, role services, or Features require you bo restark:
L, 1 warning message below

| = Hyper-¥ /1. Restart Pending

.;0 Do you want to restart now?
* This server must be restated to Firish the instalition

process. You cannot add or remave other roles, rols sarvices,
or Features untl the server is restarted,

i [
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8 Click Yes to restart the computer.

9 After you restart the computer, log on with the same ID and
password you used to install the Hyper V role. The installation is
completed and the Resume Configuration Wizard window appears
with the installation results.

Resume Configuration Wizard [ %]

igmh Installation Results

Reesuening Configuration
The following roles, role services, or Festures were installed successully:

Progress

£ 1 waming, 1 informational messages below

v, Windows automatic updating i ot ensbled, To ensure that your newly-installed role or Festure s
automatically updated, turn on Windows Update in Control Panel,

~ Hyper-¥ & Installation succeeded
(1) To add virtual machines, use the New Virtual Machins wizard in the Virtualization Management
console,

L > (G ] e |

10 Click Close to close the Resume Configuration Wizard window.
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Configuring Virtual Machines

After installing Hyper-V, you need to create a virtual machine.

To configure a virtual machine in the disk

1 In the Server Manager window, right-click Features, and then

click Failover Cluster Manager. The Failover Cluster Manager
tree expands.

E_ server Manager

|H[=] E3
Fle Acton  Wew Help
YEEE
i Server Manager (VENUS) Failover Cluster Manager Actions
= §° Roles

B Hyperv Failover Cluster Manager L) Fallo FETTO—

= 33 Hyper-¥ Manager B valdate a Configuration. ..

B '-I",{' Create Iadover chasters, validate haidwate for poteriial fallover chuste .
2 & ch:’ VENLS ';,54 configueation changes to your [alover clusters. 7 Creste a Chuster,
ER-Y ager S5 Mansge a Chuster..,
= Flanet, space. com = Owerview
91 T Services and appic | RSO View L4
B 3 Nodes A faderver chuster it & set of indapendent computers that work together 1o | Properties
4 Storage avalsbilly of senvices and appbcations, The chustered servets [called nod
& (33 Networks physical cables and by softwaie. If one of the nodes fals, another node b || [ Helo
il ¢ Events services (o process known a faloved]
= Jm Disgrostics
= il Configuration
= £ storage Clusters

#| Flanetspacecom

* Management

To begn to use fadover clusterng. frst vabdabe pour hardweare configurati
chuster. After thess sbeps e complele, wou can manage the cluster. Ma
inchude migrating senices and apphcations to it from a cluster nunning Wi
‘Windows Server 2008, or \Windows Server 2008 R2.
B Vakdate 3 Configuiation., !

teats

« [ | K1 e |"“'1|;I

2 Right-click Services and applications, click Virtual Machines, and

then click New Virtual Machine. The New Virtual Machine Wizard
window appears.

3 New Yirtual Machine Wizard

*I Before You Begin

— This wizard helps you create a virtual machine. You can use virtual machines in place of physical
i X computers For a variety of uses. You can use this wizard o configure the virtual machine now, and
Specify Name and Location you can change the configuration later using Hyper-¥ Manager,

Assign Memory To create a virtual machine, do one of the Following:
Configure Networking
) » Click Finish to create a virtual machine that is configured with defaulk values.
Connect Virtual Hard Disk « Click Next b create a virtual machine with & custom configuration.
Instalation Options r i
5 Domtslwtldswaom_

More about creating virtusl machines
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3 View the instructions in the Before You Begin area and click Next.
The Specify Name and Location area appears.

¥2 New Virtual Machine Wizard

1 *'I Specify Name and Location

=
Before You Begin Choose a name and location For this virtual machine.
The name is displayed in Hyper-¥ Manager, We recommend that you use a name that helps you easilty
Assign Memor identify this virtual machine, such as the name of the guest operating system or workload,
¥
Configure Networking Marme: |Hstaianum| |
Connect Virkual Hard Disk You can create a folder or use an existing Folder bo store the virtual machine. IF you don't select a
Installation Opts Folder, the virtual machine is stored in the default Folder configured For this server,
Sy [¥ Store the virtusl machine in a diferent location
Location: [G:\ | Browse. . I

v If you plan to take snapshots of this virtual machine, select a location that has enough free
space. Snapshots include virtual machine data and may require a large amount of space.

<previous | met> | Fosh | conca |

4 In the Specify Name and Location area, do the following:
a In the Name box, enter a name for the virtual machine.

b Select the Store the virtual machine is a different location
check box to be able to indicate the location of the virtual
machine.
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¢ In the Location box, enter the location where you want to store
the virtual machine.

Note: In the medium scale virtualization environment, SAN storage
disk can be used for creating virtual machines.

Note: You can either enter the path to the filename or click Browse to
select the relevant server name.

d Click Next. The Assign Memory area appears.

#3 New Virtual Machine Wizard

f &.‘I Assign Memory
| —

Before You Begin Spexify the amount of memory to allocate to this virtual machine, You can specify an amount from &
ME through 12284 MB. To improve performance, specify more than the minimum amount recommended
Specify Name and Location For the operating system,
Memory: 2048 M8
Configure Networking
X . W} When you decide how much memory to assign to a virtual machine, consider how you intend
Connect. Virtual Hard Disk o use the virtual machine and the operating system that it will run,
Installation Options
Mare about determining the memary to ssian to a virtual machine
Summary

<previos | wet> | mnsh | cancel |

5 Enter the recommended amount of memory in the Memory box and
click Next. The Configure Networking area appears.

¥ New Virtual Machine Wizard [ ]
. &.‘ Configure Networking
N

Before You Begin Each new virtual machine includes a network adapter. You can configure the network adapter to use a

§ X wirtual network, or it can remain disconnected,
Specify Name and Location
Assign Memory
More about configuring network adapters
Connect Virtual Hard Disk.
Installation Options
Surnmary
< Previous Next > Finish Cancel
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6 Select the network to be used for the virtual machine and click
Next. The Connect Virtual Hard Disk area appears.

#3 New Yirtual Machine Wizard | x}

[ k-' Connect Virtual Hard Disk
=

Before You Begin A virtual machine requires storage so that you can install am operating system. You can specify the
storage nows or configure it laker by modifying the virtual machine’s properties,

Specify Name and Location
hssian Mk Y « .Crudsevltudharddtsk
Configure hek
e | o
ion: |G:\Historiany! L]
Installation Options Location: |G:iHistorianyh, -&I
Summary Sizer: GB (Maximum: 2040 GB)

" Use an existing virtual hard disk

on: [iivenus\appserver

" Attach a virtual hard disk later

(Paewousl et > | Finish I Cancel |

7 Click the Create a virtual hard disk option and then do the
following:

a In the Name box, enter the name of the virtual machine.

b In the Location box, enter the location of the virtual machine.

Note: You can either enter the location or click Browse to select the
location of the virtual machine and click Next.
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c In the Size box, enter the size of the virtual machine and then
click Next. The Installation Options area appears.

Note: You need to click either the Use an existing virtual hard disk
or the Attach a virtual hard disk later option, only if you are using an
existing virtual hard disk, or you want to attach a virtual disk later.

i3 New Yirtual Machine Wizard

[ &.‘ Installation Options
=

Before You Begin *fou can install an operating system now if you have access to the setup media, or you can install it
Iater,
Specify Name and Location
Assign Memary | instal an operating system later |
Configure Networking " Install an operaking system From a boot CO/DVD-ROM
Connect Virtusl Hard Disk e
[ nstatation ptions | 1% physical COoD deives. o -]
Summary . o
" Install an operating system from a boot floppy disk
- Media |
™ Install an operating system from a network-based installation server
< Previous I Next > | Firish | Cancel |

8 Click the Install an operating system later option and click Next.
The Completing the New Virtual Machine Window area appears.

Note: If you want to install an operating system from a boot
CD/DVD-ROM or a boot floppy disk or a network-based installation
server, click the relevant option.

¥ New Virtual Machine Wizard E I

[ ~II Completing the New Virtual Machine Wizard

=
EBefore You Begin You have successhuly completed the New Virtual Machine Wizard. You are about ko create the
Following virtual machine.
Specify Name and Location
e " Deescription:
Configure Nebworking Name: Historiany™
. Memory: 2048 MB
RIS Metwork: Dornain - Yirtual Netweork
Instalation Options Hard Disk: Gi\HistarianyMiFistorianvid. vhd

. Summary Operating System:  will be installed at a later time

To create the virbual machine and close the wizard, diick Finish,

<pmvious || e > Frish | concel
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9 C(Click Finish. The virtual machine is created with the details you
provided. As we have started this process from the Failover
Cluster Manager, after completing the process of creating a virtual
machine, the High Availability Wizard window appears

%4 High Availability Wizard [ x]
Summary
High availabdity was successiuly configured fior the service or application.

Summary

I Virtual Machine

Name Result Description

Historianvi 7! Warning

-

To view the ieport created by the wizard, click View Report -
To close this wizard, clck Finih.

Finish

10 Click View Report to view the report or click Finish to close the
High Availability Wizard window.

Note: You can use the above procedure to create multiple virtual
machines with appropriate names and configuration.

Failover of the Virtual Machine if the Private
Network is Disabled

Whenever public network is disconnected on the node where the
virtual machines are running, Failover Cluster Manager force failover
of all the Virtual Machine Services and application to the other host
node in the cluster. If the private network which is not participating in
the cluster communication fails, Failover Cluster Manager does not
failover any Cluster Service or Application.

To overcome this, we need to add a script which detects the private
network failure as a dependency to the Virtual Machine. This results
in failover of the Virtual Machine when the script fails.

To add a script which enables the failover of the virtual
machine if the private network is disabled

1 Add a script to the virtual machine. Follow the process mentioned
in the following URL to add the script:
http://gallery.technet.microsoft.com/ScriptCenter/5f7b4df3-af02-47
bf-b275-154e5edf17e6/

2 After adding the Script to a Virtual Machine, the summary pane of

the Virtual Machine will be displayed as below.
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GRNodeNew

GENodeNew

Status: Online

Alerts: <none:

Current Owner: Cancer

Recent Cluster Events: {

. Summary of GRNodeNew

Auto Start: Yes

Preferred Owners: Cancer, CAPRICORM

Marne

| Statuzs | |
Virtual Machine
é Wirtual Machine GAModeMew @ Funning
Disk Diives
w Cluster Disk 4 @ Online
Other Resources
1= nicha Script @ Online

3 Right click on the Disk Resource and click on Properties menu
which opens Disk Properties Dialog box.

GRMNodeNew

GRNodeNew

Statug: Online

Alerts: <none

Current Owner: Cancer

“.  Summary of GRNodeNew

Preferied Owners: Cancer, CAPRICORN

Recent Cluster Events: &

Auto Stark: Yes

Disk Drives

Other Resources

£ micha Soript

Mame | Status | |
Virtual Machine
é Yirtual Machine GRMNodeMew @ Funning

Bring this resource online
Take this resource offline

(#) Orline Change drive letter

Remaove From GRModeMew

Show the eritical events for this resource

Show Dependency Repork

fMore Actions... 3

Help "

4 Navigate to the Dependencies tab and select the nicha Script from
the Resource Combo box and press OK.
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Cluster Disk 4 Properties [ x|

"General Dependencies I Folicies | Advanced Policies | Shadow Copies |
Specify the resources that must be brought onling before this rezource can
be braught anline:

AND/OR | Resource I

I nicha Script j
8 richa Scipt |

»
* | Click here to a

Insert | Delete |

nicha Script

How resource dependencies wark.

oK I Cancel | Apply |

Note: By adding this, if the Script fails when Private network is
disabled, Disk Resource will also fail and try to move the Virtual
Machine service to the backup node.

Configuration of System Platform Products in a
Typical Medium Scale Virtualization

To record the expected Recovery Time Objective (RPO) and Recovery
Point Objective (RPO), trends and various observations in a medium
scale virtualization environment, tests are performed with System
Platform Product configuration shown below.

The virtualization host server used for medium scale configuration
consists of seven virtual machines listed below.

Node 1 (GR): GR , InTouch and DAS SI Direct — Windows 2008 R2
Standard edition (64bit) OS with SQL Server 2008 SP1 32 bit

Node 2 (AppEnginel): Bootstrap , IDE and InTouch (Managed
App) — Windows 2008 R2 Standard edition (64bit) OS

Node 3 (AppEngine2): Bootstrap , IDE — Windows 2008 R2
Standard edition (64bit) OS

Node 4: Historian — Windows 2008 R2 Standard edition (64bit) OS
with SQL Server 2008 SP1 32 bit

Node 5: Information Server , Bootstrap and IDE — Windows Server
2008 SP2 (32bit) with SQL Server 2008 SP1 and Office 2007

Node 6: InTouch Terminal Service — Windows 2008 R2 Standard
edition (64bit) OS enabled with Terminal Service
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Node 7: Historian Client and InTouch — Windows 7 Professional
Edition (64bit) OS with SQL Server 2008 SP1 32 bit

IO tags Historized
Virtual Node (Approx.) tags(Approx.)
AppEnginel 25000 10000
AppEngine2 25000 10000
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Historized tags and their Update Rates for this
Configuration

The following table shows historized tags and their update rates for
this configuration:

Real Time data from DAS SI Direct

Topic Update Rate | Device

Name Items Active Items

Topic 13 1000 1241 374

Topic 0 500 14 5

Topic 1 1000 1 1

Topic 2 10000 5002 2126

Topic 3 30000 5002 2126

Topic 4 60000 5002 2126

Topic 5 3600000 5001 2125

Topic 7 600000 5001 2589

Topic 8 10000 3841 1545

Topic 9 30000 1281 885

Topic 6 18000000 2504 1002

Topic 39 1000 4 4

Topic 16 180000 1000 350
Late tags and buffered tags from DAS test Server

Update Rate | Device

TopicName Items Active Items

Late Data (1 | 1000 465 208

hour)

Buffered 1000 198 119

Data
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Application Server Configuration Details
Total No of Engines: 15

Number of objects under each Engine
Engine 1:9
Engine 2 : 2
Engine 3 : 492
Engine 4 : 312
Engine 5 : 507
Engine 6 : 2
Engine 7: 24
Engine 8: 24
Engine 9 : 250
Engine 10: 508
Engine 11: 506
Engine 12: 4
Engine 13: 22
Engine 14: 1
Engine 15: 1
Number of DI objects: 6

Expected Recovery Time Objective and Recovery
Point Objective

This section provides the indicative Recovery Time Objectives (RTO)
and Recovery Point Objectives (RPO) for the load of IO and Attributes
historized shown above and with the configuration of Host
Virtualization Servers and Hyper-V virtual machines explained in the
Setup instructions of Medium Scale Virtualization. In addition to
these factors, the exact RTO and RPO depend on factors like storage
I/0 performance, CPU utilization, memory usage, and network usage
at the time of failover/migration activity.
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RTO and RPO Observations—HA Medium
Configuration

Scenarios and observations in this section:

Scenario Observation

Scenario 1: IT provides "Scenario 1: IT provides
maintenance on Virtualization maintenance on Virtualization
Server Server" on page 183

"Quick Migration" on page 184

"Quick Migration of all nodes
simultaneously” on page 185

Scenario 2: Virtualization "Scenario 2: Virtualization

Server hardware fails Server hardware fails" on
page 186

Scenario 3: Network fails on "Scenario 3: Network fails on

Virtualization Server Virtualization Server" on
page 187

Scenario 4: Virtualization "Scenario 4: Virtualization

Server becomes unresponsive Server becomes unresponsive"
on page 190

The following tables display RTO and RPO observations with
approximately 50000 IO points with approximately 20000 attributes
being historized:
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Scenario 1: IT provides maintenance on Virtualization
Server

Live Migration

Products RTO RPO
Tags | Data Loss Duration
InTouch 13 sec Data Loss for $Second tag 13 sec

(Imported to Historian)

GR 10 sec IAS Tag (Script) 12 sec
IAS IO Tag (DASSiDirect) 59 sec
AppEnginel 15 sec IAS Tag (Script) 22 sec
TAS IO Tag (DASSiDirect) 57 sec
AppEngine2 7 sec IAS Tag (Script) 11 sec
IAS IO Tag (DASSiDirect) 57 sec
Historian 9 sec SysTimeSec (Historian) 0 sec
$Second (InTouch) 2 sec
IAS Tag (Script) 0 (Data is SFed)
IAS 10 Tag (DASSiDirect) 0 (Data is SFed)
DAS SIDirect 14 sec N/A N/A
Historian Client 0 sec N/A N/A
Information Server 5 sec N/A N/A
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Quick Migration

Products RTO RPO
Tags | Data Loss Duration
InTouch 31 sec Data Loss for $Second tag 27 sec

(Imported to Historian)

GR 50 sec IAS Tag (Script) 50 sec
TAS IO Tag (DASSiDirect) 1 Min 51 Sec
AppEnginel 35 sec IAS Tag (Script) 35 sec
TAS IO Tag (DASSiDirect) 54 sec
AppEngine2 41 sec IAS Tag (Script) 44 sec
TAS IO Tag (DASSiDirect) 1 Min 14 Sec
Historian 84 sec SysTimeSec (Historian) 1 Min 25 Sec
$Second (InTouch) 1 Min 51 Sec
IAS Tag (Script) 0 (data is SFed)
TAS IO Tag (DASSiDirect) 0 (data is SFed)
DAS SIDirect 50 sec N/A N/A
Historian Client 1 Min 32 Sec N/A N/A
Information Server 33 sec N/A N/A
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Quick Migration of all nodes simultaneously

The following table displays the data for Quick Migration of all nodes.

RPO
Products RTO
Tags | Data Loss Duration
InTouch 28 Sec | Data Loss for $Second tag 1 Min 40 Sec
(Imported to Historian)
GR 104 Sec IAS Tag (Script) 1 Min 36 Sec
IAS IO Tag (DASSiDirect) 4 Min 14 Sec
AppEnginel 67 Sec TIAS Tag (Script) 1 Min 20 Sec
TAS IO Tag (DASSiDirect) 4 Min 11 Sec
AppEngine2 54 Sec IAS Tag (Script) 52 Sec
IAS 10 Tag (DASSiDirect) 4 Min 28 Sec
Historian 73 Sec SysTimeSec (Historian) 1 Min 14 Sec
$Second (InTouch) 1 Min 40 Sec
IAS Tag (Script) 1 Min 36 Sec
IAS IO Tag (DASSiDirect) 4 Min 14 Sec
DAS SIDirect 107 Sec N/A
Historian Client 38 Sec N/A
Information Server 36 Sec N/A
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Scenario 2: Virtualization Server hardware fails

The Virtualization Server hardware failure results in failover that is
simulated with power-off on the host server. In this case, the VMs

restart, after moving to the other host server.

Products RTO RPO
Tags | Data Loss Duration
InTouch | 335 Sec + time Data Loss for $Second tag 6 Min 47 Sec.

taken by the (Imported to Historian)
user to start
the
InTouchView
Note: RPO is dependent on the time taken by the
user to start the InTouchView on the InTouch node
and the RTO of the Historian node, which historizes
this tag.
GR 313 Sec IAS Tag (Script) 5 Min 44 Sec
IAS IO Tag (DASSiDirect) 7 Min 28 Sec
AppEnginel 365 Sec IAS Tag (Script) 6 Min 35 Sec
TAS IO Tag (DASSiDirect) 7 Min 29 Sec
AppEngine2 372 Sec IAS Tag (Script) 6 Min 41 Sec
IAS IO Tag (DASSiDirect) 7 Min 20 Sec
Historian 381 Sec SysTimeSec (Historian) 6 Min 33 Sec
$Second (InTouch) 6 Min 47 Sec

Note: RPO is dependent on the time taken by the
user to start the InTouchView on the InTouch node
and the RTO of the Historian node, which historizes

this tag.

IAS Tag (Script)

5 Min 45 Sec

TAS IO Tag (DASSiDirect)

7 Min 30 Sec
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Products

RTO

RPO

Tags

Data Loss Duration

DAS SIDirect

265 Sec

N/A

N/A

Historian Client

214 Sec +
time taken by
the user to
start the
Historian
Client

N/A

N/A

Information Server

255 Sec +
time taken by
the user to
start the
Information
Server

N/A

N/A

Scenario 3: Network fails on Virtualization Server

Failover due to Network Disconnect (Public)
In this case, after the VMs move to the other host server, the VMs

restart.

Products RTO RPO
Tags Data Loss Duration
InTouch 150 sec + time | Data Loss for $Second tag 4 Min 14 Sec
taken by the (Imported to Historian)
user to start
the
InTouchView
Note: RPO is dependent on the time taken by the
user to start the InTouchView on the InTouch node
and the RTO of the Historian node, which historizes
this tag.
GR 197 sec IAS Tag (Script) 3 Min 41 Sec
IAS IO Tag (DASSiDirect) 3 Min 50 Sec
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Products

taken by the
user to start the
Information
Server

RTO RPO
Data Loss
Tags Duration
AppEnginel 188 sec IAS Tag (Script) 3 Min 31 Sec
IAS IO Tag 4 Min 2 Sec
(DASSiDirect)
AppEngine2 200 sec IAS Tag (Script) 3 Min 41 Sec
TAS IO Tag 4 Min 08 Sec
(DASSiDirect)
Historian 236 sec | SysTimeSec (Historian) 3 Min 55 Sec
$Second (InTouch) 4 Min 14 Sec
Note: RPO is dependent on the time taken by
the user to start the InTouchView on the
InTouch node and the RTO of the Historian
node, which historizes this tag.
TAS Tag (Script) 3 Min 41 Sec
TAS IO Tag 3 Min 50 Sec
(DASSiDirect)
DAS SIDirect 174 sec N/A N/A
Historian Client 163 sec + time N/A N/A
taken by the
user to start the
Historian Client
Information Server 66 sec + time N/A N/A
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Failover due to network disconnect (plant)

In this case, only the GR Node moves to other host server and restarts.
Only GR has data acquisition through Plant network and disconnected
Plant network results in failover of GR alone.

Products RTO RPO
Tags Data Loss Duration
InTouch N/A Data Loss for $Second tag N/A
(Imported to Historian)
GR 97 Sec IAS Tag (Script) 1 Min 43 Sec
TAS IO Tag (DASSiDirect) 1 Min 46 Sec
AppEnginel N/A IAS Tag (Script) N/A
TAS IO Tag (DASSiDirect) 1 Min 50 Sec
AppEngine2 N/A IAS Tag (Script) N/A
TAS IO Tag (DASSiDirect) 1 Min 58 Sec
Historian N/A SysTimeSec (Historian) N/A
$Second (InTouch) N/A
IAS Tag (Script) 1 Min 43 Sec
TAS IO Tag (DASSiDirect) 1 Min 46 Sec
DAS SIDirect 111 Sec N/A N/A
Historian Client N/A N/A N/A
Information Server N/A N/A N/A
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Scenario 4: Virtualization Server becomes unresponsive

There is no failover of VMs to the other host server when the CPU
utilization on the host server is 100%.

Products RTO RPO
Tags Data Loss Duration
InTouch N/A N/A N/A
GR N/A N/A N/A
N/A N/A N/A
AppEnginel N/A N/A N/A
N/A N/A N/A
AppEngine2 N/A N/A N/A
Historian N/A N/A N/A
N/A N/A N/A
N/A N/A N/A
N/A N/A N/A
DAS SIDirect N/A N/A N/A
Historian Client N/A N/A N/A
Information Server N/A N/A N/A
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Snapshots of Data Trends and Observations

Scenarios and observations in this section:

Scenario Observation

Scenario 1: IT provides "Live Migration of InTouch" on
maintenance on Virtualization page 192

Server

"Live Migration of GR" on
page 192

"Live Migration of AppEnginel"
on page 195

"Live Migration of AppEngine2"
on page 198

"Live Migration of Historian" on
page 202

"Quick Migration of InTouch" on
page 204

"Quick Migration of GR" on
page 205

"Quick Migration of
AppEnginel"” on page 208

"Quick Migration of
AppEngine2" on page 211

"Quick Migration of Historian"

on page 214

"Quick Migration of All Nodes"

on page 217
Scenario 2: Virtualization "Failover Due to Hardware
Server hardware fails failure" on page 221
Scenario 3: Network fails on "Failover Due to Network
Virtualization Server Disconnect (Public)" on page 230
Scenario 4: Virtualization "Hyper-V Virtual Machines with
Server becomes unresponsive Static RAM and Reservations for

Processors" on page 239
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Scenario 1: IT provides Maintenance on
Virtualization Server

Live Migration of InTouch
Trends:

In the Historian Trend, the last tag $Second receives data from
InTouch and is historized.

This is also captured in the RPO for Live Migration of InTouch tag.
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There are no errors and warnings observed on all the virtual nodes.

Live Migration of GR
Trends:
In the Historian Trend below, the first tag

SineWaveCal_001.SinewaveValue receives data from scripts on GR
node and 1is historized.
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This is also captured in the RPO for Live Migration of GR node for TAS
Tag (Script).
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In the Historian Trend below, the middle tag Integer_001.PV receives

data from DDESuiteLinkObject on GR node and is historized.

This is also captured in the RPO for Live Migration of GR node for

Industrial Application Server (IAS) I0 Tag (DASSiDirect).
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Observations

During Live Migration of the GR node, it is expected that

GR node is Platform 1 in the Galaxy deployed. Therefore it is
obvious that there will be an instance during Live Migration when
the following occurs:

GR node will not be able to connect to the other deployed nodes
(Platforms 2, 3, 4, and 5).

Rest of virtual machines will not be able to connect to GR node

(Platform1)

GR node

530396202/17/20116:16:25 PM2708516WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

530396212/17/20116:16:25 PM2708516WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

530396222/17/20116:16:25 PM2708516WarningNmxSvcPlatform 5

exceed maximum heartbeats timeout of 8000 ms.NmxSvc
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530396232/17/20116:16:25 PM2708516WarningNmxSvcPlatform 6

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

AppEnginel node

1134668232/17/20116:16:17 PM29883004WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

AppEngine2 node

55437632/17/20116:16:17 PM30602176WarningNmxSvcPlatform 1
exceed maximum heartbeats timeout of 8000 ms.NmxSvc
Historian

None

WIS node

None

HistClient

None

Live Migration of AppEnginel
Trends:

Industrial Application Server (IAS) tags receiving data from IO Server
(DAS SI Direct)

In the Historian Trend below, the first two tags receive data from
DDESuiteLinkClient in Industrial Application Server (IAS) from the
PLC and are historized from Platform AppEnginel.
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This is also captured in the RPO for Live Migration of AppEnginel for
Industrial Application Server (IAS) I0 tag (DASSiDirect).
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Industrial Application Server (IAS)tags (tags fed by scripts)

In the Historian Trend below, the third tag is modified using scripts
and is historized from Platform AppEnginel.
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This is also captured in the RPO for Live Migration of AppEnginel for

IAS tag (Script).
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Observations

Error log during Live Migration of AppEnginel

During Live Migration, it is expected that

AppEnginel is Platform2 in the Galaxy deployed. Therefore it is
obvious that there will be an instance during Live Migration when
the following occurs:

AppEnginel will not be able to connect to the other deployed
nodes (Platforms 3, 4, and 5).

Other nodes will not be able to connect to
AppEnginel(Platform?2)

Some data sent from AppEnginel will be discarded till the
TimeSync utility is executed and system time of AppEnginel is
synchronized. So Historian is bound to discard data from
AppEnginel node

GR node
529810502/17/20114:09:12 PM2708516WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.NmxSvc
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AppEnginel

1133382602/17/20114:09:19 PM29883004WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

1133382612/17/20114:09:19 PM29883004WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

1133382622/17/20114:09:19 PM29883004WarningNmxSvcPlatform 4
exceed maximum heartbeats timeout of 8000 ms.NmxSvc

1133382632/17/20114:09:19 PM29883004WarningNmxSvcPlatform 5

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

1133382642/17/20114:09:19 PM29883004WarningNmxSvcPlatform 6

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

AppEngine2

55432652/17/20114:09:12 PM30602176WarningNmxSvcPlatform 2
exceed maximum heartbeats timeout of 8000 ms.NmxSvc

Historian

236000202/17/20114:10:03 PM1928968WarningaahStoreSvcvValues in
the past did not fit within the realtime window; discarding
data (HISTORIAN mdas, 28898, 2011/02/17 10:39:13.24¢6,
2011/02/17 10:40:02.708) [HISTORIAN; pipeserver.cpp; 2388]
aahCfgSvce

236000452/17/20114:14:16 PM1928968WarningaahStoreSvcvValues in
the past did not fit within the realtime window; discarding
data (HISTORIAN mdas, 28898, 2011/02/17 10:39:13.24¢6,
2011/02/17 10:40:02.708) [HISTORIAN; pipeserver.cpp; 2388;
15135]aahCfgSvc

WIS node

None

HistClient

None

Live Migration of AppEngine2
Trends
IAS tags receiving data from IO Server (DAS SI Direct)

In the Historian Trend below, the second and third tags receive data
from DDESuiteLinkClient in Industrial Application Server (IAS) from
the PL.C and are historized from Platform AppEngine2.
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This is also captured in the RPO for Live Migration of AppEngine2 for

IAS 10 tag (DASSiDirect).
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In the Historian Trend below, the first tag is modified using scripts
and is historized from Platform AppEngine2.
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This is also captured in the RPO for Live Migration of AppEngine2 for

IAS Tag tag (Script).
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Error log during Live Migration of AppEngine2
During Live Migration, it is expected that

AppEngine2 is Platform4 in the Galaxy deployed, so it is obvious
that there will be an instance during Live Migration when

AppEngine2 will not be able to connect to the other deployed nodes

(Platforms 3, 1, and 2).

Other nodes will not be able to connect to AppEngine2(Platform4)

Some data sent from AppEngine2 will be discarded till the
TimeSync utility is executed and system time of AppEngine2 is
synchronized. So Historian is bound to discard data from

AppEngine2 node

GR node

529937522/17/20114:43:55 PM2708516WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

AppEnginel

The below warnings are observed on the AppEnginel node during

the Live Migration of AppEngine?2.

ArchestrA System Platform Virtualization Guide



Working with a Medium Scale Virtualization Environment 201

1133740042/17/20114:43:55 PM29883004WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

AppEngine2

55432662/17/20114:44:02 PM30602176WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

55432672/17/20114:44:02 PM30602176WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

55432682/17/20114:44:02 PM30602176WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

55432692/17/20114:44:02 PM30602176WarningNmxSvcPlatform 5

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

55432702/17/20114:44:02 PM30602176WarningNmxSvcPlatform 6

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

Historian

236003182/17/20114:44:47 PM1928968WarningaahStoreSvcvValues in
the past did not fit within the realtime window; discarding
data (HISTORIAN mdas, 20418, 2011/02/17 11:14:00.347,
2011/02/17 11:14:46.178) [HISTORIAN; pipeserver.cpp; 2388]
aahCfgSvce

236003622/17/20114:49:00 PM1928968WarningaahStoreSvcvValues in
the past did not fit within the realtime window; discarding
data (HISTORIAN mdas, 20418, 2011/02/17 11:14:00.347,
2011/02/17 11:14:46.178) [HISTORIAN; pipeserver.cpp; 2388;
1570]aahCfgSvc

WIS node

None

HistClient

None
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Live Migration of Historian
Trends:
In the below Historian Trend , the IAS Tag (Script) and IAS IO Tag

(DASSiDirect) do not have any data loss as the data is Stored in SF
folder in GR Node, AppEnginel and AppEngine2 nodes.

This data is later forwarded after Live Migration.

This is also captured in the RPO for Live Migration of IAS IO Tag
(DASSiDirect) and IAS Tag (Script) as no data loss as well as no data
loss for $Second tag historized from native InTouch application and
Historian system tag (SysTimeSec).
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When the Historian Node undergoes Live Migration, the following is

observed:

GR and AppEngine nodes are in the Store Forward mode.

Historian Client Trend will not be able to connect to Historian,

so warning is expected.

Historian's time is not synchronized during the Live Migration
of Historian, so the"Attempt to store values in the future"

message 1s expected.

After Live Migration, Historian's time needs to be synchronized.
Therefore, the server shifting warning is expected.

Virtualization Guide



Working with a Medium Scale Virtualization Environment 203

After Live Migration of the Historian node, the stored data is
forwarded from the GR and AppEngine nodes.

GR node

528410852/17/20119:07:31 AM39202428WarningScanGroupRuntime?2
Can't convert Var data type to MxDataTypeaaEngine

AppEnginel

None

AppEngine2

None

Historian

235940332/17/20119:07:34 AM37963388WarningaahStoreSvcValues in
the past did not fit within the realtime window; discarding
data (HISTORIAN mdas, 19594, 2011/02/17 03:34:41.543,
2011/02/17 03:37:33.054) [HISTORIAN; pipeserver.cpp; 2388]

235940522/17/20119:10:28 AM37963388WarningaahStoreSvcAttempt to
store values in the future; timestamps were overwritten with
current time (pipe name, TagName, wwTagKey, system time (UTC),
time difference (sec)) (HISTORIAN mdas, Integer 00l.strl,
19598, 2011/02/17 03:40:27.073, 1) [HISTORIAN;

pipeserver.cpp;

235940602/17/20119:11:13 AM37963388WarningaahCfgSvc"Server time
is shifting (Expected time, Current time)"
(02/17/11,09:11:11,829, 02/17/11,09:10:54,775) [HISTORIAN;
Config.cpp; 2040]

WIS node

None

HistClient

None
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Quick Migration of InTouch

o @]
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Observations

No error and warnings observed on the nodes
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Quick Migration of GR

Trends:

IAS tag (Script)

In the Historian Trend below, the second tag
SineWaveCal_001.SinewaveValue receives data from scripts on GR

node and is historized.
This is also captured in the RPO for Live Migration of GR node for IAS
tag (Script).
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IAS IO Tag (DASSiDirect)

GR node hosts the DDESuiteLinkObjects, so during quick migration of
the GR node, there is data loss for tags that's receive data from DAS

Server/PLC.
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Observations

During Quick Migration of the GR node, it is expected that

GR node is Platform 1 in the Galaxy deployed. Therefore it is
obvious that there will be an instance during Quick Migration
when the following occurs:

GR node will not be able to connect to the other deployed
nodes(Platforms 2, 3, 4, and 5).

Rest of virtual machines will not be able to connect to GR node
(Platform1)

Since DAS SI Direct provides data to DDESuiteLinkObject and
DAS SI Direct is on the GR Node, a message- "DAServerManager
Target node is down" -is expected on AppEnginel and AppEngine2.

Script involving SDK script library calls timeout during Quick
Migration of the GR Node.

GR node

332550721/26/20116:30:35 PM30844484WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

33255074

1/26/20116:30:35 PM30844484WarningNmxSvcPlatform 2 exceed
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maximum heartbeats timeout of 8000 ms. 332552121/26/2011
6:30:54 PM49564952WarningaakEngine Unexpected packet from ND
Area NonClusteredNode <P3 E2>, structId 938336640, request 0,
start 16103, end 16103, count 1,set 16100, sub 16100, state 1,
commAlarm 0, subStatus <success -1 category0O detectedBy 0
detail 0>, subQual 192, setCnt 118, setResult...aaEngine
332552441/26/20116:33:23 PM30844484WarningNmxSvcPlatform 3
exceed maximum heartbeats timeout of 8000 ms. 33255245
1/26/20116:33:23 PM30844484WarningNmxSvcPlatform 5 exceed
maximum heartbeats timeout of 8000 ms. 332552751/26/2011
6:33:26 PM42163432Warningaakngine0:F20 Values in the past did
not fit within the realtime window; discarding data (218,
2011/01/26 13:00:59.640, 2011/01/2613:03:24.595)
[aahMDASSF.cpp; 3709; 1llaaEngine

332552961/26/20116:33:27 PM14881544WarningaakEngine0:C04 Values
in the past did not fit within the realtime window;discarding
data (23576, 2011/01/26 13:00:59.250, 2011/01/26
13:03:26.282) [aahMDASSF.cpp; 3709; 1llaaEngine

332553151/26/20116:33:28 PM4956412WarningaakEngine0:6BC Values
in the past did not fit within the realtime window; discarding
data (150,2011/01/26 13:00:59.703, 2011/01/26 13:03:26.688)
[aahMDASSF.cpp; 3709; 1] aaEngine

332553461/26/20116:33:33 PM1488 2816WarningScanGroupRuntime?2
Can't convert Var data type to MxDataTypeaaEngine

332637691/26/20116:56:57 PM23405200WarningCRLinkServer
CQueue: :BroadCastData Ping() hr:0x800706baaaGR

AppEnginel

934921901/26/20116:30:27 PM54804996WarningDAServerManagerTarget
node is down. DASCC will stop scanning for Server active
state.mmc

934922721/26/20116:30:31 PM16522908WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

934933061/26/20116:31:27 PM60966480WarningPackageManagerNet
GalaxyMonitor PollPackageServer Communication failed. A
connection attempt failed because the connected party did not
properly respond after a period of time, or established
connection failed because connected host has failed to respond
10.91.60.33:8090aaIDE

934963991/26/20116:34:11 PM39043908WarningScriptRuntime

Insert.InsertValuePerodic: Script timed out.aaEngine

935109161/26/20116:46:52 PM39043908WarningScriptRuntime

Insert.InsertValueWF: Script timed out.aaEngine
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AppEngine2

54454601/26/20116:30:27 PM8963888WarningDAServerManagerTarget
node is down. DASCC will stop scanning for Server active

state.

54454651/26/20116:33:07 PM20882104WarningNmxSvcPlatform 1
exceed maximum heartbeats timeout of 8000 ms.

WIS node

9576531/26/20116:30:30 PM37641516WarningNmxSvcPlatform 1 exceed
maximum heartbeats timeout of 8000 ms.NmxSvcHAWISNODE
80.119.175.64

Quick Migration of AppEnginel
Trends:

IAS tag (Script)
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Observations

During Quick Migration of the AppEnginel Node, it is expected

that:

AppEnginel Node is Platform 2 in the Galaxy deployed.
Therefore, it is obvious that there will be an instance during
Quick Migration when the following occurs:

AppEnginel Node will not be able to connect to the other
deployed nodes (Platforms 1, 3, 4, and 5).

Rest of virtual machines will not be able to connect to

AppEnginel (Platform2).

AppEnginel is not synchronized during the quick migration
and a message -"Values in the past did not fit within the
realtime window" -is expected on AppEnginel.

AppEnginel is not synchronized during the Quick Migration
and a message- "Values in the past did not fit within the
realtime window"- is expected on the Historian node.

GR node

None
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AppEnginel

1098432442/14/20116:45:15 PM21684544WarningaakEngine0:A8C Values
in the past did not fit within the realtime window; discarding
data (19713, 2011/02/14 13:09:48.109, 2011/02/14
13:11:02.363) [aahMDASSF.cpp; 3709; 15]aaEngine

1098432792/14/20116:45:16 PM18964392WarningaakEngine0:9AC Values
in the past did not fit within the realtime window; discarding
data (20421, 2011/02/14 13:09:48.015, 2011/02/14
13:11:03.504) [aahMDASSF.cpp; 3709; 483]aaEngine

1098432802/14/20116:45:16 PM25843712WarningaakEngine0:698 Values
in the past did not fit within the realtime window; discarding
data (19707, 2011/02/14 13:09:47.765, 2011/02/14
13:11:04.957) [aahMDASSF.cpp; 3709; 2l]aaEngine

1098432992/14/20116:45:18 PM30083880WarningaakEngine0:9D4 Values
in the past did not fit within the realtime window; discarding
data (22042, 2011/02/14 13:09:47.297, 2011/02/14
13:11:05.160) [aahMDASSF.cpp; 3709; 2449]aaEngine

1098433182/14/20116:45:18 PM31364508WarningaakEngine0:9AC Values
in the past did not fit within the realtime window; discarding
data (19730, 2011/02/14 13:09:48.187, 2011/02/14
13:11:06.050) [aahMDASSF.cpp; 3709; 378]aaEngine
AppEngine2

None

Historian

None

HistClient

None

WIS

None
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Quick Migration of AppEngine2
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Observations
During Quick Migration of AppEngine2 Node, it is expected that:

AppEngine2 Node is Platform 4 in the Galaxy deployed.
Therefore, it is obvious that there will be an instance during
Quick Migration when the following occurs:

AppEngine2 Node will not be able to connect to the other
deployed nodes (Platforms 1, 3, 2, and 5).

Rest of Virtual machines will not be able to connect to
AppEngine2 (Platform4)

AppEngine?2 is not synchronized during the quick migration
and a message- "Values in the past did not fit within the
realtime window"- is expected on AppEngine2.

AppEngine2 is not synchronized during the Quick Migration
and a message- "Values in the past did not fit within the
realtime window"- is expected on the Historian node.

GR node

None

AppEnginel

None
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AppEngine2
55327542/14/20117:19:02 PM27682308WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

55327552/14/20117:19:02 PM27682308WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

55327562/14/20117:19:02 PM27682308WarningNmxSvcPlatform 5

exceed maximum heartbeats timeout of 8000 ms.

55327572/14/20117:19:02 PM27682308WarningNmxSvcPlatform 6

exceed maximum heartbeats timeout of 8000 ms.

55327892/14/20117:19:06 PM30284124WarningaakEngine0:998 Values
in the past did not fit within the realtime window; discarding
data (29347, 2011/02/14 13:47:50.796, 2011/02/14
13:49:05.836) [aahMDASSF.cpp; 3709; 1]

55327972/14/20117:19:06 PM33644280WarningaakEngine0:994 Values
in the past did not fit within the realtime window; discarding
data (34102, 2011/02/14 13:48:00.360, 2011/02/14
13:49:06.024) [aahMDASSF.cpp; 3709; 1]

55328002/14/20117:19:06 PM3884388WarningaaEngine0:99C Values in
the past did not fit within the realtime window; discarding
data (30147, 2011/02/14 13:48:00.798, 2011/02/14
13:49:06.180) [aahMDASSF.cpp; 3709; 1]

Historian:

None

HistClient

None

WIS

None
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Quick Migration of Historian
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SysTimeSec (Historian)
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IAS Tag (Script) and IAS I0 Tag (DASSiDirect)

There is no data loss for IAS tag (script) and IAS 10 Tag (DASSiDirect)
as observed from the tags in the middle, as displayed in the above
snapshot.

Observations
During Quick Migration of the Historian node, it is expected that
SDK scripts will timeout on the AppEnginel and the GR Node.
AppEngine2 fails to connect to Historian

Historian is not synchronized during the Quick Migration and
a message- "Specified time cannot be in the future"- is expected
on the Historian node.

"Historian Client will be unable to connect to Historian.

GR node

511042092/15/20113:56:25 PM38043808WarningScriptRuntime

AsynchronousBuffer.script6: Script timed out.aaEngine

511042682/15/20113:56:35 PM38043808WarningScriptRuntime

AsynchronousBuffer.script2: Script timed out.aaEngine

511044362/15/20113:57:03 PM38043808WarningScriptRuntime

AsynchronousBuffer.script3: Script timed out.aaEngine

ArchestrA System Platform Virtualization Guide



216

Chapter 2 Working with High Availability

AppEnginel

1112477922/15/20113:57:53 PM29083924WarningScriptRuntime

InsertAsync.InsertValueWF: Script timed out.aaEngine

1112477932/15/20113:57:53 PM29083932WarningScriptRuntime

InsertAsync.InsertValuePerodic: Script timed out.aaEngine

1112478062/15/20113:57:53 PM29082720WarningScriptRuntime

Insert.InsertValueWF: Script timed out.aaEngine

AppEngine2

55351222/15/20113:56:31 PM24722468WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

55351232/15/20113:57:31 PM24722468WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

Historian

235771112/15/20113:57:49 PM23681100WarningaahCfgSvc"Server time
is shifting (Expected time, Current time)"
(02/15/11,15:57:48,174, 02/15/11,15:54:50,984) [HISTORIAN;
Config.cpp; 2040]JaahCfgSvc

Hist Client

6476362/15/20113:55:49 PM20963696WarningaaAFCommonTypesUnable
to create dataview: Server must be logged on before executing
SQL query: SELECT aaT=DateTime, aaN=TagName, aaDV=Value,
aaSV=CONVERT (nvarchar (512),vValue), aaQ=0PCQuality,
aalQ=Quality, aaQD=QualityDetail, aaS=0

FROM History

WHERE TagName IN ('...
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Quick Migration of All Nodes
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IAS IO Tag (DASSiDirect) on AppEnginel node
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IAS tag (Script) on AppEngine2
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IAS tag (Script) on GR node.
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$Second (InTouch) on Historian node
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Scenario 2: Virtualization Server Hardware Fails

Failover Due to Hardware failure

The failover occurs due to hardware failure, and it is simulated with
power-off on the host server.
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IAS IO Tag (DASSiIDirect)
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IAS IO Tag (DASSiIDirect)
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SysTimeSec (Historian)
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Observations

Error log after failover

GR node
515463092/16/20119:58:36 AM28161980Warning

EnginePrimitiveRuntimeEng:: m GDC->GetFile failed. Error 2
(0x00000002) : The system cannot find the file specified

aaEngine

515463832/16/20119:58:51 AM28161980WarningScriptRuntime

GR.privatembytes: Script timed out.aaEngine

AppEnginel

1121667922/16/20119:58:17 AM28602864WarningScriptRuntime
AppEngineNodel.privatembytes: Script timed out.aaEngine

1121671472/16/20119:58:59 AM2740388WarningDCMConnectionMgr
Open () of DCMConnection failed: 'A network-related or
instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...aaEngine

1121671482/16/20119:58:59 AM2740388WarningSQLDataRuntime3

SQLTestResults Command Failure - A network-related or
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instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...aaEngine

1121676622/16/20119:59:59 AM28602864WarningScriptRuntime
AppEngineNodel.privatembytes: Script timed out.aaEngine

AppEngine2

55385612/16/20119:57:50 AM31283132WarningScriptRuntime

HourVal 003.GenerateHourValue: Script timed out.aaEngine

55385752/16/20119:57:56 AM24521672WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

55385952/16/20119:58:56 AM24521672WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

55385962/16/20119:59:56 AM24521672WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

55385982/16/201110:00:56 AM24521672WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

55386042/16/201110:01:56 AM24521672WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

Historian

None

HistClient

None

WIS

None
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Scenario 3: Network Fails on Virtualization Server

Failover Due to Network Disconnect (Public)
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IAS IO Tag (DASSiIDirect)
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Observations

Error log after failover

GR node

516659502/16/20113:05:39 PM30563060Warning

: m_GDC->GetFile failed. Error 2
(0x00000002) : The system cannot find the file specified
aaEngine

EnginePrimitiveRuntimeEng:

516660272/16/20113:06:03 PM30563060WarningScriptRuntime

GR.privatembytes: Script timed out.aaEngine
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AppEnginel

1123841902/16/20112:55:38 PM29923008WarningNmxSvcPlatform 5

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

1123841912/16/20112:55:38 PM29923008WarningNmxSvcPlatform 6

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

1123843442/16/20113:05:30 PM28922896WarningScriptRuntime
AppEngineNodel.privatembytes: Script timed out.aaEngine

1123846742/16/20113:06:07 PM20161660WarningDCMConnectionMgr
Open () of DCMConnection failed: 'A network-related or
instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...aaEngine

1123846752/16/20113:06:07 PM20161660WarningSQLDataRuntime3
SQLTestResults Command Failure - A network-related or
instance-specific error occurred while establishing a
connection to SQL Server. The server was not found or was not
accessible. Verify that the instance name is correct and that

SQL Server is configured...aaEngine

1123987662/16/20113:20:23 PM620436WarningInTouchProxyFailed to

reconnecnt to data source aaEngine

1123987832/16/20113:20:24 PM620436WarningInTouchProxyFailed to

reconnecnt to data source aaEngine

AppEngine2

55394192/16/20112:55:39 PM26801844WarningNmxSvcPlatform 5
exceed maximum heartbeats timeout of 8000 ms.NmxSvc

55394202/16/20112:55:39 PM26801844WarningNmxSvcPlatform 6

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

55395812/16/20113:03:41 PM31363140WarningScriptRuntime
P10250.SetValues: Script timed out.aaEngine

55395822/16/20113:03:41 PM30843088WarningScriptRuntime
P20250.SetValues: Script timed out.aaEngine

55396192/16/20113:03:56 PM32123216WarningScriptRuntime

HourVal 003.GenerateHourValue: Script timed out.aaEngine

55396552/16/20113:04:09 PM23362332WarningHistorianPrimitive
AppEngineNode2 failed to connect to Historian HISTORIAN. (Does
ArchestrA user account exist on Historian (InSQL) node or does

Historian not exist?)aaEngine

Historian

235893212/16/20113:08:05 PM24164052WarningaahCfgSvc"Server time

is shifting (Expected time, Current time)"
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AppEngine2

IAS IO Tag (DASSiDirect)
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Observations

Error log after failover

GR Node

None

AppEnginel

1125514032/16/20116:17:30 PM29762996WarningNmxSvcPlatform 1
exceed maximum heartbeats timeout of 8000 ms.NmxSvc
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AppEngine2
55402932/16/20116:17:31 PM26962720WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

Historian

235917472/16/20116:33:36 PM21444220WarningaahStoreSvcAttempt to
store values in the future; timestamps were overwritten with

current time (pipe name, TagName, wwTagKey, system time (UTC),

time difference (sec)) (historian 2, S$Second, 38883,
2011/02/16 13:03:34.645, 2) [HISTORIAN; pipeserver.cpp; 1831]
aahCfgSvc

WIS

59751322/16/20116:17:35 PM37842276WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

Scenario 4: Virtualization Server Becomes
Unresponsive

Hyper-V Virtual Machines with Static RAM and
Reservations for Processors

It has been observed that even when the Host Virtualization
Serverreaches 100% CPU utilization, there is no failover of the
Hyper-V virtual machines running on it to the other Host
Virtualization Server. However, the host server running at 100% CPU
utilization fails to process all the network requirements of the Hyper-V
virtual machines running on it. As a result, network disruptions on the
Hyper-V virtual machines are observed that result in data loss.
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Host Virtualization Server performance when the CPU
load is at 100%
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Historian performance when the CPU load on the host
server is at 100%
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Observations When CPU Load is 100% on Host
Virtualization Server

The virtual machines do not failover when the CPU load was
maintained at 100%. All the virtual machines continue to run on the
same Host Virtualization Server even though the CPU load is high.

The message - "Snapshot write operation took longer than 10 seconds"
- 1s expected when the virtual machines are running at high Processor
Time% (Historian at 89% and GR Node at 35%).

As time is not synchronized on the Historian, AppEngine, and the GR
nodes, a message - "Values in the past did not fit within the realtime
window"- is expected.

AppEnginel

1140593102/18/20115:31:25 PM36963700WarningScriptRuntime

Insert.InsertValueOT: Script timed out.aaEngine

1140644952/18/20115:37:24 PM36963700WarningScriptRuntime

Insert.InsertValueWF: Script timed out.aaEngine

1140662112/18/20115:39:26 PM36963700WarningScriptRuntime

Insert.InsertValueWT: Script timed out.aaEngine

1140662282/18/20115:39:30 PM36963700WarningScriptRuntime

Insert.InsertValuePerodic: Script timed out.aaEngine

AppEngine2

None

GR node

None

Historian node

236067632/18/20115:10:40 PM33842780WarningaahStoreSvcSnapshot
write operation took longer than 10 seconds. Change your
system settings to decrease size of snapshot or stop other
applications which may affect this parameter (1024, 3, O,
203203432, 5893027, 15) [HISTORIAN; deltastore.cpp; 2669]
aahCfgSvc

236067642/18/20115:10:52 PM33842780WarningaahStoreSvcSnapshot
write operation took longer than 10 seconds. Change your
system settings to decrease size of snapshot or stop other
applications which may affect this parameter (1024, 3, O,
209096459, 4186312, 11) [HISTORIAN; deltastore.cpp; 2669]
aahCfgSvc

236067672/18/20115:11:24 PM33842780WarningaahStoreSvcAttempt to
store values in the future; timestamps were overwritten with
current time (pipe name, TagName, wwTagKey, system time (UTC),
time difference (sec)) (HISTORIAN mdas,
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DifferentQuality.goodbool, 19605, 2011/02/18 11:37:11.126, 1)
[HISTORIAN; pipeser...aahCfgSvc

WIS node

59756382/18/20115:11:23 PM36723676WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.NmxSvc

Trend when CPU utilization is 100%
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From the above trend, it is observed that there is data loss for IAS 10
tags and script tags also on the GR Node and the AppEngine nodes.
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Observations When CPU Load is 96% on Host
Virtualization Server

The virtual machines do not failover when the CPU load was
maintained at 96%. All the virtual machines continue to run on the
same Host Virtualization Server even though the CPU load is high.

Only the following warning massage was observed when the CPU load
of the host server was 96%.

Historian node

236067282/18/20115:07:12 PM33842780WarningaahStoreSvcAttempt
to store values in the future; timestamps were overwritten with
current time (pipe name, TagName, wwTagKey, system time (UTC),
time difference (sec)) (HISTORIAN_mdas, DifferentQuality.goodbool,
19605, 2011/02/18 11:37:11.126, 1) [HISTORIAN; pipeser...aahCfgSvce
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Trend when CPU load is 96% on host Virtualization
Server
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From the above trend, it is observed that there is data loss for IAS 10
tags and script tags on the GR node and the AppEngine nodes.
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Working with Disaster
Recovery

This section introduces several Disaster Recovery (DR) virtualization
solutions that improve the availability of System Platform Products.
For more information refer to Chapter 1 Getting Started with High
Availability and Disaster Recovery.

The set-up and configuration procedures, expected Recovery Time
Objective (RTO) observations, Recovery Point Objective (RPO)
observations, and data trend snapshots are presented first for
small-scale virtualization environment, and are then repeated for
medium-scale virtualization environment.

Recommendations and Best Practices

Ensure that auto log on is set up for all Hyper-V virtual machines
running the System Platform products. This is to ensure that these
Hyper-V virtual machines start up automatically after the failover.

Ensure the time on all the Hyper-V Host Servers, the virtual
machines and all other nodes which are part of the Disaster
Recovery Environment are continuously synchronized. Otherwise,
the Hyper-V virtual machines running on the host experience time
drifts and results in discarding of data.You can add the time
synchronization utility in the Start Up programs so that this utlity
starts automatically whenever the Hyper V machine reboots.
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On the host servers disable all the network cards which are not
utilized by the System Platform Environment. This is to avoid any
confusion during the network selections while setting up the
cluster.

As per the topology described above for the Disaster Recovery
environment, only one network is used for all communications. If
multiple networks are being used, then make sure only the
primary network which is used for the communication between the
Hyper-V Nodes is enabled for the Failover Cluster
Communication. Disable the remaining cluster networks in
Failover Cluster Manager.

Ensure the virtual networks created in Hyper-V Manager have the
same name across all the nodes which are participating in the
Cluster. Otherwise, migration/failover of Hyper-V virtual
machines will fail.

Best Practices for SteelEye DataKeeper Mirroring:

While creating the SteelEye DataKeeper mirroring job, ensure the
drive letters of the source and target drives to be mirrored are
same.

It is suggested to have zero latency in the network when SteelEye
DataKeeper mirroring, failover/migration of virtual machines
between host servers take place. In case of networks with latency,
refer to the SteelEye documentation on network requirements.

While designing the network architecture particularly bandwidth
between the hosts in the Disaster Recovery Environment, make
sure to select the bandwidth based on the rate of data change
captured from Disk Write Bytes/Sec on the host server for all the
mirrored volumes. To verify that you have sufficient network
bandwidth to successfully replicate your volume, use the Windows
Performance Monitoring and Alerts tool to collect Write Bytes/sec
on the replicated volumes to calculate the rate of data change.
Collect this counter every 10 seconds and use your own data
analysis program to estimate your rate of data change. For more
details, refer to SteelEye documentation on network requirements.

SteelEye DataKeeper can handle the following average rates of
change, approximately:

Network Bandwith Rate of Change
1.5 Mbps(T1) 182,000 Bytes/sec (1.45
Mbps)
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10 Mbps 1,175,000 Bytes/sec (9.4
Mbps)

45 Mbps (T3) 5,250,000 Bytes/sec
(41.75 Mbps)

100 Mbps 12,000,000 Bytes/sec (96
Mbps)

1000 Mbps (Gigabit) 65,000,000 Bytes/sec
(520 Mbps)

The following table lists the impact on CPU utilization and Bandwidth
with various Compression Levels.

Medium Configuration Load: Approx. 50000 IO Points with
Approx. 20000 attributes being historized

Network: Bandwidth controller with bandwidth: 45Mbps and
No Latency

These readings are when the mirroring is continuously happening
between the source and destination storage SANs when all the VM
are running on the source host server. The data captured shows
that the % CPU utilization of the SteelEye mirroring process
increases with increasing compression levels. Based on these
findings we recommend Compression Level 2 in the Medium scale
virtualization environment.
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Impact on CPU of Source Host

Server

Impact on Bandwidth

% Processor
Time
(ExtMirrSvc) -

SteelEye %o Processor

Mirroring Time (CPU) -

process Overall CPU Total Bytes / Sec
Compression 0 Min: 0 Min: 0 Min: 0

Max:4.679 Max:28.333 Max: 11,042,788

Avg: 0.157 Avg: 1.882 Avg: 2,686,598
Compression 1 Min: 0 Min: 0 Min: 0

Max: 4.680 Max: 31.900 Max: 10,157,373

Avg: 0.254 Avg: 1.895 Avg: 1,871,426
Compression 2 Min: 0 Min: 0 Min: 791.970

Max:6.239 Max:37.861 Max: 10,327,221

Avg: 0.402 Avg: 2.622 Avg: 1,199,242
Compression 9 Min: 0 Min: 0 Min: 0

Max:13.525 Max:42.094 Max: 7,066,439

Avg: 0.308 Avg: 3.244 Avg: 649,822
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System Platform Product-specific
recommendations and observations

During the preparation for Live and Quick migrations it is
observed that the network freezes intermittently and then at
the time of actual migration connectivity to the VM is lost. As a
result, the System Platform node under migration experiences
intermittent data loss during the preparation for Live and
Quick migrations, and then has a data gap for the duration of
actual migration.

Historian

In case of Live and Quick migration of Historian, you may
notice that Historian logs values with quality detail 448 and
there may be values logged twice with same timestamps. This
1s because the suspended Historian VM starts on the other
cluster node with the system time it was suspended at before
the migration. As a result, some of the data points it is
receiving with the current time seem to be in the future to the
Historian. This results in Historian modifying the timestamps
to its system time and updating the QD to 448. This happens
until the system time of the Historian node catches up with the
real current time using the TimeSync utility, after which the
problem goes away. So, it is recommended to stop the historian
before the migration and restart it after the VM is migrated
and its system time is synced up with the current time.

Live and Quick migration of Historian should not be done when
the block change over is in progress on the Historian node.

If a failover happens (for example, due to a network disconnect
on the source Host Virtualization Server) while the Historian
status is still “Starting”, the Historian node fails over to the
target Host Virtualization Server. In the target host, Historian
fails to start. To recover from this state, kill the Historian
services that failed to start and then start the Historian by
launching the SMC.

InTouch

Ensure that InTouch Window Viewer is added to the Start Up
programs so that the view is started automatically when the
virtual machine reboots.
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Application Server

If a failover happens (for example, due to a network disconnect
on the source Host Virtualization Server) while the Galaxy
Migration is in progress, the GR node fails over to the target
Host Virtualization Server. In the target host, on opening the
IDE for the galaxy, the templates do not appear in the
Template toolbox and in Graphic toolbox. To recover from this
state, delete the galaxy and create new Galaxy. Initiate the
migration process once again.

If a failover happens (for example, due to an abrupt power-off
on the source Host Virtualization Server) while a platform
deploy is in progress, the Platform node fails over to the target
Host Virtualization Server. In the target host, some objects will
be in deployed state and the rest will be in undeployed state. To
recover from this state, redeploy the whole Platform once
again.

If a failover happens (for example, due to an abrupt power-off
on the source Host Virtualization Server) while a platform
undeploy is in progress, the Platform node fails over to the
target Host Virtualization Server. In the target host, some
objects will be in undeployed state and the rest will be in
deployed state. To recover from this state, undeploy the whole
Platform once again.

Data Access Server

In case of Live and Quick migration of I/O Server node (for
example, DASSIDirect), InTouch I/O tags acquiring data from
that I/O server needs to be reinitialized after the I/O server
node is migrated. To automatically acquire the data for these
tags from the I/0 server after migration, it is recommended to
have an InTouch script which monitors the quality status of
any of those tags and triggers reinitialize I/O once the quality
goes to bad. Execute this script every 3 to 5 seconds until the
tag quality becomes good.

Working with a Small Scale Virtualization

Environment

This chapter contains the following topics:
Setting Up Small Scale Virtualization Environment

Configuration of System Platform Products in a Typical Small
Scale Virtualization

Expected Recovery Time Objective and Recovery Point Objective

Snapshots of Data Trends and Observations
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Setting Up Small Scale Virtualization
Environment

The following procedures help you to set up small scale virtualization
disaster recovery environment.

Planning for Disaster Recovery

The minimum and recommended hardware and software
requirements for the Host and Virtual machines used for small scale
virtualization disaster recovery environment.

Hyper-V Hosts

Processor: Two - 2.66 GHz Intel Xeon with - 8 Cores

Operating System Windows Server 2008 R2 Enterprise with
Hyper-V Enabled

Memory 12GB

Storage Local Volume with Capacity of 500 GB

Note: For the Hyper-V Host to function optimally, the server should
have the same processor, RAM, storage and service pack level.
Preferably, the servers should be purchased in pairs to avoid hardware
discrepancies. Though the differences are supported, it will impact the
performance during failovers.

Virtual Machines

Using the above Specified Hyper-V Host , three virtual machines can
be created with below Configuration.

Virtual Machine 1: DAS SI, Historian, and
Application Server (GR) Node

Processor Host Compatible Processor with 2-4 Cores
Operating System Windows Server 2008 R2 Standard
Memory 4GB

Storage 80 GB

System Platform Historian, ArchestrA, DAS SI

Products Installed
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Virtual Machine 2: Application Server Runtime

Node 1

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 R2 Standard

Memory

2 GB

Storage

40 GB

System Platform
Products Installed

Application Server Runtime only and
InTouch

Virtual Machine 3: Information Server Node,
InTouch, Historian Client

Processor

Host Compatible Processor with 2-4 Cores

Operating System

Windows Server 2008 Standard

Memory

4 GB

Storage

40 GB

System Platform
Products Installed

Information Server , InTouch, Historian
Client

Network Requirements

For this architecture, you can use one physical network card that
needs to be installed on a host computer for domain network and the

process network.
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Configuring Failover Cluster

The recommended topology of the failover cluster for disaster recovery
process for small scale virtualization environment is given below:

For File
Share(Quorum)

Failover Cluster

Storage Channel
Starage Channel Adapter 1

g Adapter 1
S I"'_"J . > | Storage Channel

< Starage Channel Adapter 2
_frtual Machines-.._ Adaptar 2

T . ' oo
@ Vil Mé’mygs-.

1000 ps Network Sulitch

ETwWo . o
AdSTTET Plant Network |

Site A

I Site B

g, 1, 0,

Field Devices

This setup requires a minimum of two host servers with sufficient
local disk space on each server to create logical drives for the virtual
machines. Each logical drive is replicated to the two hosts for disaster
recovery. Another independent node is used for configuring the
quorum. For more information on configuring the quorum, refer
to"Configuring Cluster Quorum Settings" on page 264.

The following process will guide how to set up the small virtualization
disaster recovery environment.
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Installing Failover Cluster

To install the failover cluster feature, you need to run Windows Server
2008 R2 Enterprise Edition on your server.

To install the failover cluster feature on a server

1 On the Initial Configuration Tasks window, under Customize This
Server, click Add features. The Add Features Wizard window
appears.

Note: The Initial Configuration Tasks window appears if you have
already installed Windows Server 2008 R2. If it does not appear, open
the Server Manager window, right-click Features and click Add

Features.
Add Features Wizard [ x]
=.
i Select Features
@1y
Features Select one or more Features to install on this server,
Canfirmation Features: Description:
; :
Progress @ .MET Framework 3.5.1 Features (Installed) 4| Ealover Clustering allows multiple

servers to work together to provide

Results [E Backaround Inkeligent Transfer Service (BITS) (Installed high availability of services and
[] BitLocker Drive Encryption applications. Falover Clustering is
[] BranchCache often used for file and print services,

[ Connection Manager Administration Kit database and mal applications.

[ Desktop Experience
Dirertarce f—.

roup Folicy Managemert

[] 1rk and Handwriting Services
[ Internet Printing Client
[ Internet Storage Name Server
[1 LPR Part Monitor

[] Message Queuing
[ mutipath 1fo
[] metwork Load Balancing
[] Peer Mame Resolution Protocal
[] Quality windows Audio Video Expetience
[ Remote Assistance

| ["1 Remote Differential Compression | _ILI
4 »

More about Features

= Preyious | Next = I Inistall Cancel
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2 In the Add Features Wizard window, select the Failover
Clustering check box, and then click Next. The Confirm
Installation Selections area appears.

Add Features Wizard [ x|
2% i i .
JZ[%E:Z’ Confirm Installation Selections

@

Features
Ta install the Following rales, role services, or Features, click Install,

Confirmation

(i) 1 informational message below
Progress =

Resilts (1) This server might need to be restarted sfter the installation completes.

Failover Clustering

Erint, e-mail, or sawe this information

<previous | wexs |[ sl | concel |

3 Click Install to complete the installation. The Installation Results
area with the installation confirmation message appears.

= .
- %:::E Installation Results
L

Features . . .

The Following roles, role services, or Features were installed successfully:
Confirmation
Pragress Failover Clustering (@ mstallation succeeded

Results

Print, e-mail, or save the installation report

< Brevious | Iext = | Close: I Cancel

4 C(Click Close to close the Add Features Wizard window.

Note: Repeat the procedure to include on all the other nodes that will
be part of the Cluster configuration process.
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Validating Cluster Configuration

Before creating a cluster, you must validate your configuration.
Validation helps you confirm that the configuration of your servers,
network, and storage meet the specific requirements for failover
clusters.

To validate the failover cluster configuration

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

E. Server Manager [_[O]x]

Fle  Action  View  Help

Features
m Diagnostics
il Configuration
25 storage

Server Manager (CAPRICORN)

) Server Summary

~/ Computer Information
Full Computer Rame:
Dorain:
vDomain:
wPlant:
Remote Desktop:

Server Manager Remote
Management:

Product ID:

¥ Do nat show me this consale at logan.

~) Security Information
Windaws Firewall
‘Windows Updates:

Last checked for updates:

E—} } Gek an overview of the status of Ehis server, perform top management tasks, and add or remove server roles and Features,

CAPRICORN. space.com
space.com

Assigned by DHCP
182.168.0.165, IPv6 enatled
Enabled

Enabled

00486-001-0001076-84653 {Activated)

This setting is controlled by Group Policy.

Domain: OFF, Public: OFF
Instal updates aukomatically using Windows Update

Hever

% Last Refresh: Today at 3:21 PM  Configure refresh

I server Summary Help

& Change System Properties
£ view Mekwork Connections
i Configure Remote Desktop

Sk, Configure Server Manager Remote
Management

i Goto windaws Firewall

#] Corfigure Updates

+1 Check for New Roles

S Run Security Configuration tizard

¥ Configure IE ESC =l
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2 Expand Features and click Failover Cluster Manager. The
Failover Cluster Manager pane appears.

Note: If the User Account Control dialog box appears, confirm the
action you want to perform and click Yes.

[

File Action Wiew Help
|

e _
=
over Cluster Manager —

| =
=l &1 Features
& valdate a Configuration...

Server Manager

=] E3

32

= lover clusters. validate hardware for potential failover clusters, and perform configuration
¥ @ Disgnostics Validate a Configuration,..  fa _‘.
) Configration  Create a Chuster... s to pour failover clusters. B create acCluster...
) 25 Storage Manage a Cluster... &5 manage a Cluster..,
Wiew v B Wiew »
Properties ster is @ set of independsnt computers that work together to increase the availabilty of [E] Praperties
————  Happlications. The clustered servers [called nodss) are connected by physical cables and
Help IF ore of the nodes Fals, another node begire to provide services [a process known a5 Help

[
+ Clusters ‘

L Mﬂnﬂsemenl

To begin ta uss fallover clustering. fist valdate your hardwars configuration. then create a chuster. After
these steps are complete, you can manage the cluster. Managing a cluster can includ migrating
services and applications to i from a cluster running Windows Server 2003, Windons Server 2008, or
Windouws Server 2008 R2

[E Validate a Canfiquiation [ Understanding cluster validation tests

[F)| Cieate aCluster Creating a failover chster or adding a cluster

[ Manage s Cluste, @ Henaning a falover chuster
7]

Minpating services and applications from a
Chaster

+ More Information
b —

[E Eaiover cluster topics on the \web

B Eslover duster on the Web

[This action launches the validation wizard, which guides you through the pracess of testing the hardware configuration For a cluster.
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3 Under Management, click Validate a Configuration. The Validate
a Configuration Wizard window appears. Click Next.

Kl validate a Configuration Wizard

44 Before You Begin

i

This wizard runs validation tests to determine whether this configuration of servers and attached storage is
st up correctly to suppart faillaver. A cluster salution is supparted by Microzoft only if the complete
configuration [zervers, network, and storage] passes all tests in thiz wizard. In addition, all hardware

Select Servers or &

Clush . : o A
e components in the cluster solution must be "'Certified for ‘Windows Server 2008 B2
Testing Options
o If pou want to validate a set of unclustered zervers. you need to know the names of the servers.
Confirmation Important: the storage connected to the selected servers will be unavailable during validation tests.
Validating I pou want to validate an existing faillover cluster, you need to know the name of the cluster or one of itz
Summary nooes.

‘r'ou must be a local administrator on each of the servers you want to validate.

To continue, click Nest.

I ore about preparing vour hardware for validation

Iore about cluster validation bests

[~ Do nat show this page again

4 In the Select Servers or a Cluster screen, you need to do the
following:

a Click Browse or enter next to the Enter name field and select
the relevant server name.

b From the Selected servers list, select the relevant servers and
click Add.

Click Next. The Testing Options screen appears.

d Enter the server name and click Add. The server gets added to
the server box.

Note: To remove a server, select the server and click Remove.
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Elivalidate a Configuration Wizard

%g? Select Servers or a Cluster

Before You Begin To validate a set of servers, add the names of all the servers.
To test an existing cluster. add the name of the cluster or one of its nodes.

Testing Options
Enter name: I Erowse..

Carfiration

Selected servers: Capcoih. space. com fdd
Yl gemini.space.com
Summary Remove

<Previous| Ment > I Cancel I

5 Click the Run only the tests I select option to skip the storage
validation process, and click Next. The Test Selection screen

appears.

F.-’..’é‘varidate a Configuration Wizard

3;'_:? Testing Options

Before You Begin Choose between nunning all tests of runneng selected tests.
Emsm&s oa The tests includs Irventory tasks, Network tests, Storage tests, and System Configuration tests.

Microsalt supports a chuster solution only if the complete configuration [servers, netwok., and storage] can
pass all tests in this wizard. In addition, all hardware componerits in the chister solution must be “Cartiied
for Windows Server 2008 R2"

" Run all tests [recommended)

(% Run only teste | select

More abioul chuster vabdation tests

¢Previous | [ Newt> Cancel |

Note: Click the Run all tests (recommended) option to validate the
default selection of tests.
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6 C(lear the Storage check box, and then click Next. The Summary
screen appears.

|‘§4 Yalidate a Configuration Wizard

J:g Test Selection
Before You Begin Select the tests that you want bo run. A few tests are dependent on other tests, If pou choose a
dependent tect, the test that it depends on wil alzo fun
Select Servers or a
Clurstes
L Description
Testing Oplions i M-
+ '_5 Network, These tests gather and
T ion + [J% Stoeage display infoimation about the
[ System Configuration niodes,
M far v i 5
<Pievious | New> |  Cancel |

7 Click View Report to view the test results or click Finish to close
the Validate a Configuration Wizard window.

i Validate a Configuration Wizard

Before You Begr Testing has completed for the lests you sebected. To confim that your chuster solution is
! supported, you must run all tests, A cluster solution i supported by Microsoft only if it passes al
clusher validation tests.

Failover Cluster Validation Report

Node: Ccapricorn.space.com
Node: gemini.space.com
"@1 . =
To view the repart created by the wizard, cick View Repart
To close this wizatd, click Finish, . Mol
Create the chuster now using the validsted nodes.,

e about chastes validation te:

A warning message appears indicating that all the tests have not been
run. This usually happens in a multisite cluster where the storage
tests are skipped. You can proceed if there is no other error message. If
the report indicates any other error, you need to fix the problem and
re-run the tests before you continue. You can view the results of the
tests after you close the wizard in
SystemRoot\Cluster\Reports\Validation Report date and time.html
where SystemRoot is the folder in which the operating system is
installed (for example, C:\Windows).
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To know more about cluster validation tests, click More about cluster
validation tests on Validate a Configuration Wizard window.

Creating a Cluster

To create a cluster, you need to run the Create Cluster wizard.

To create a cluster

1 Click the Server Manager icon on the toolbar. The Server Manager
window appears.

Note: You can also access the Server Managerwindow from the
Administrative Tools window or the Start menu.

2 Expand Features and click Failover Cluster Manager. The
Failover Cluster Manager pane appears.

Note: If the User Account Control dialog box appears, confirm the
action you want to perform and click Yes.
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3 Under Management, click Create a cluster. The Create Cluster
Wizard window appears.

B Create Cluster Wizard

'3,5.! Before You Begin

Thiz wizard crestes o chuster. Muoﬂdwtmmwlomﬂ-owm
chustered services ard spplicafions. If ane of the serven Lads, ancther server begne hosting the clastered
menaces and appheastions [ process known a2 fadove]

Belors s b -
erue that you umawmsm an mﬁhnﬁlmmsm

anmmowduww“w ¥ digusshion | . reebeosk, and
pars o bt in the Validate a d. In sddiion, i ha o inthe cluster
okation must be *Certified foe Windows Server 2008 A2

Vo must be 2 local sdemirssiiaios on each of the sarver: you wand b inclde in the clusler,
Te contiou, chck Noxt

I’ D o sk thiz page spsn

4 View the instructions and click Next. The Validation Warning area
appears.

BE Create Cluster Wizard

s?i Validation Warning
Baloue ou Begn Fot the survers you selected for this cluster. e repots from chuster configueation valdation et
Eodect & i Mlnhsnwuurmmﬁde mumnammw the coemplein
ey the Vabdale & T
[ Vbdation Viamg | wand
A Foss Do to walldahon besls beloin confinung?
Wit Report

t‘ Ya-a Wwihen | chek Niod. run conligul stion vakdshon tedti, s than raen 1o the plocest of casting

& Mo Lo pod reguise gl fiom Micaosalt bod this chister, ani lheveloie do mol waed 1o fun the
waliciahon etz When [ chck Nest, continus cealing the chishe

5 Click No. I do not require support from Microsoft for this
cluster, and therefore do not want to run the validation tests.
Click When I click Next, continue creating the cluster option and
click Next. The Select Servers area appears.
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Note: Click Yes. When I click Next, run configuration validation
tests,and then return to the process of creating the cluster option if
you want to run the configuration validation tests. Click View Report to
view the cluster operation report.

483 Select Servers

7

Betors You Begn Add the names of ol the senvers that you want to have n the cluster. Youmust add o least one server

Valkdation Woinwg
Acoess Poin for Enimaenenome | " Browie |
Adivisisting the

Chaster Gelnctad sarvers

_chevon |[ Moty ] cocn |

6 In the Select Servers screen, do the following:

a In the Enter server name box, enter the relevant server name
and click Add. The server name gets added in the Selected
servers box.

Note: You can either type the server name or click Browse to select
the relevant server name.

b Click Next. The Access Point for Administering the Cluster

area appears.

3‘.'5.1 Access Point for Administering the Cluster

Ealore vou Begn Tipes e nartve you w10 Lse when schinistering the chastel
Selact Secvers
Chustes Name: | I

Viakdatior Wairing

—
Ore-of ireees DHEF IPyd addeees: wars confguimd Subomabealy. A0 nstvorkes wan corfaund
ox autoimaltically

< Pravious ] | Cancel J

7 In the Cluster Name box, type the name of the cluster and click
Next. The Confirmation area appears.
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Note: Enter a valid IP address for the cluster to be created if the IP
address is not configured through Dynamic Host Configuration Protocol

T -
411 Confirmation
i
Eatore You Begn “Yious avm ready o comale & chuster
e Sarie The wizare vl coeate yous chistes vath e olouing setings:
Vekdation W
pw:'v Cluster: Starsi
e N N e nar

Chister Nade: gemini.space.com
1P Address: CHCP address on 10.91.60.0/23

Toconirue, chck. Nest

<Provious | [ Haut» Carcel |

8 Click Next. The cluster is created and the Summary area appears.
[x]

Summary

“You have sccesshly completed the Create Chaster Wiz ard

Create Cluster

Cluster: Planst
Node: nerc
node:

Quorum:

To view the tapo crestad by the vazaed, clck View Repart
To close this wizasd, cck Finich bl

Firish,

9 C(lick View Report to view the cluster report created by the wizard
or click Finish to close the Create Cluster Wizard window.

Configuring Cluster Quorum Settings

Quorum is the number of elements that need to be online to enable
continuous running of a cluster. In most instances, the elements are
nodes. In some cases, the elements also consist of disk or file share
witnesses. Each of these elements determines whether the cluster
should continue to run.

All elements, except the file share witnesses, have a copy of the cluster
configuration. The cluster service ensures that the copies are always
synchronized. The cluster should stop running if there are multiple
failures or if there is a communication error between the cluster nodes.

After both nodes have been added to the cluster, and the cluster
networking components have been configured, you must configure the
failover cluster quorum.
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The file share to be used for the node and File Share Majority quorum
must be created and secured before configuring the failover cluster
quorum. If the file share has not been created or correctly secured, the
following procedure to configure a cluster quorum will fail. The file
share can be hosted on any computer running a Windows operating
system.

To configure the cluster quorum, you need to perform the following
precedures:

Create and secure a file share for the node and file share majority
quorum

Use the failover cluster management tool to configure a node and
file share majority quorum
To create and secure a file share for the node and file share
majority quorum

1 Create a new folder on the system that will host the share
directory.

2 Right-click the folder that you created and click Properties. The
Quorum Properties window for the folder you created appears.

Note: In the following procedure, Quorum is the name of the folder.

l Quorum Properties E

"General  Sharing | Securit_l,.ll Prervious Yersions | Customizel

r— Metwork File and Folder Sharing

(uorum
| Mot Shared

Metwark. Path:
Mat Shared

—Advanced Sharing

Set custar permissions, create multiple shares, and set other
advaticed sharing options.

18! Advanced Sharing...

Ok, | Cancel | Lpply |

3 Click the Sharing tab, and then click Advanced Sharing. The
Advanced Sharing window appears.
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Advanced sharing E

v share this Folder

—Setkings

Share name:

I Quarurn

add | Remove |

Lirnit: the nurmber of simultaneous users to: I 15???;3:

Comments:

Permissions Caching |

K, I Cancel | Apply

4 Select the Share this folder check box and click Permissions. The
Permissions for Quorum window appears.

n Permissions for Quorum E
Share Permizsions |

GIDUD ar LIZET Rames:

l3 WEIYONE

Add... | Remove |
Permizzions for Everyane Alla Deny
Full Cottral O O
Change a O
Read O

Learn about access control and permissions
Ok I Cancel | Apply |

5 C(lick Add. The Select Users, Computers, Service Accounts, or
Groups window appears.
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Select Users, Computers, Seryice Accounts, or Groups E

Select thiz object type:

ILlsers, Groups, or Built-in zecurity principals I Object Types... I

From thig location:

I | Locations. .. |

Enter the abject names to select (examples):

<Modely <Nodes < Cluster Mames| Check Mames |

Advanced... | QK I Cancel |

6 In the Enter the object name to select box, enter the two node
names used for the cluster in the small node configuration and
click OK. The node names are added and the Permissions for
Quorum window appears.

A

l Permissions for Quorum
Share Permissions I

Growp or user names:
N WETYONE

Add... | Remove |
Permissions for Everyone Allawy Deny
Full Contral a O
Change (| O
Fead O

Learn sbout access control and permissions

ak I Cancel | Apply |

7 Select the Full Control, Change, and Read check boxes and click
OK. The Properties window appears.
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l Quorum Properties

" General Sharing | Security | Previous Yersions | Customize |

— Metwork File and Folder Sharing

Quorm
I Mot Shared

Wetwork Path:
Mat Shared

—Advanced Sharing

Set custom permissions, create multiple shares. and set other
adwanced sharing options.

'?:5' Advanced Sharing...

0K | Carcel | Spply |

8 Click OK. The folder is shared and can be used to create virtual
machines.
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To configure a node and file share majority quorum using the
failover cluster management tool

1 Click the Server Manager icon on the toolbar. The Server Manager

window appears.

Note: You can also access the Server Manager window from the
Administrative Tools window or the Start menu.

[E. server Manager

File Action ‘Yiew Help

o s
£ 5 Roles
] iy Hyper-y Cluster Star.space.com
=) 33 Hyper-V Manager
Ha caprIcoRN ﬂj;j' Summary of Cluster Star
il Features i Stat has 0 appications/services and 2 nodes

=) & Fallover Cluster Manager

B, Configure a Service or Application Networks: Chster Netwark 1, Cluster Network 2
Diagnostics -
%, Cotonation e i Capicom Subnets: 21Pv4 and 0IPY6
3 Sonfig! view yalidation Repart

B orage SR by Node Majaity - Waming: Faibre of a nods will cause the cluster o fal. Check the staius of the nodss

W

b Windows  Enable Cluster Shared Yalumes 5 Hon inthe Isst 24 houts

29 Disk Mane

Add Node. .,

Clase Connection

8 of Mors servers (nodes), of migrate services and appiications fiom a cluster

LD
view b|_ Fertpesmasan oy o o anpications kou can confiows for bich avaiabill
Refresh Shut down Cluster.. ding cluster validstion tests

Properties iy Stz ding Cluster Shared Volumas

Help

[ 4dd a server to your cluster

[E] Miorate services and applications. [ Micrating a clustet from Windows Server 2003, Windows Server 2008, or Windows
Server 2008 2

(@] Mavigats to Storans to add disks

2 Right-click the name of the cluster you created and click More
Actions. Click Configure Cluster Quorum Settings. The Configure
Cluster Quorum Wizard window appears.

FEﬁl:cunfigure Cluster Quorum Wizard [ x|

Before You Begin

Thiz wizard guides you through configuration of the quorum far a falaver cluster. The quarum
configuration determines the point at which too many failures of certain cluster elements will stop the
cluster fram running. The relevant cluster elements are the nodes and, in some quarum configurations, a
disk withess [which containg a copy of the cluster configuration) ar file share withess. & majarity of these

Selzct Quorum
Configuration

Canfirmation elements muszt remain online and in communication, or the cluster “loses quorum' and must stop wnning.
Configure Cluster Mote that full function of a cluster depends not just on quorum, but on the capacity of each node to
Huarum 5etings suppart the services and applications that fail aver to that node. Far example, a cluster that has five nodes

could still have quorim after bwo nodes fail, but each remaining cluster node would continue serving

Summary clients anly if it had enough capacity to support the services and applications that failed owver to it

Important: Bun thiz wizard only if you have determined that you need to change the quorum configuration
far your cluster. When you create a cluster, the cluster software automatically chooses the quorum
configuration that will provide the highest availability for wour cluster.

To continue, click Mext.

More about quarurn confiqurations
™ Do not show this page again

3 View the instructions on the wizard and click Next. The Select
Quorum Configuration area appears.

Note: The Before you Begin screen appears the first time you run the
wizard. You can hide this screen on subsequent uses of the wizard.
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ﬁ[nnﬁgure Cluster Quorum Wizard

==

Before You Begin

Configure File Share
Withess

Canfirmation

Configure Cluster
Cuorum Settings

Summarny

/1 Select Quorum Configuration

Fead the descriptions and then select a quorum configuration for your cluster. The recommendations are
bazed on providing the highest awvailability for your cluster.
" Mode Majority [not recommended for your current number of nodes)

Can sustain failures of 0 node(s).

" Node and Disk Majority

Can zustain failures of 1 node(s] with the disk withezs anline.
Can sustain failures of 0 node(s) if the disk witness goes offline or fails.

* Mode and File Share Majority [for clusters with special configurations)

Can sustain failures of 1 node(s] i the file share withess remains available
Can zustain failures of 0 node(s] if the file share withes: becomes unavailable

€ Mo Majority; Disk Only [nat recommended)

Can zustain failures of all nodes except 1. Cannot sustain a failure of the quorum disk. This
configuration is not recommended because the disk is a single point of faiure.

Mare: shout quorurm confiqurations

< Previous | Mext > I

Cancel I

4 You need to select the relevant quorum node. For special

configurations, click the Node and File Share Majority option and
click Next. The Configure File Share Witness area appears.

Note: Click the Node Majority option if the cluster is configured for
node majority or a single quorum resource. Click the Node and Disk
Majority option if the number of nodes is even and not part of a
multisite cluster. Click the No Majority: Disk Only option if the disk is

being used only for the quorum.

%Eunﬁgure Cluster Quorum Wizard B

Before You Begin

Select Quorum
Configuration

Confirmnation

Configure Cluster
Quorm Settings

Surmmary

Configure File Share Witness

Please zelect a shared folder that will be uzed by the file share withess resource. This shared
folder must not be hosted by this cluster. |t can be made more available by hosting it on another
cluster.

Shared Falder Path:

Whuriverse\Shared

Browse... |

< Prewiaus | Mext > I

Canicel |

5 In the Shared Folder Path box, enter the Universal Naming
Convention (UNC) path to the file share that you created in the
Configure Cluster Quorum Settings. Click Next. Permissions to

the share are verified. If there are no problems with the access to

the share, then Confirmation screen appears.
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Note: You can either enter the share name or click Browse to select
the relevant shared path.

ﬁtnnﬁgure Cluster Quorum Wizard E

-,

2 Confirmation

Befare You Begin ‘r'ou are ready to configure the quorum settings of the cluster.

Select Quarum

Configuration

Configure File Share Share: YwuniversebShared d
Withess Quorum Configuration: Hode and File Share Majority

Canfirmation

“four cluster quorurn configuration will be changed to the configuration shown
Configure Cluster above.
Quorm Settings

Surnmay

To continue, click Hest

< Previous I Mest > I Cancel I

6 The details you selected are displayed. To confirm the details, click
Next. The Summary screen appears and the configuration details
of the quorum settings are displayed.

%Eonﬁgure Cluster Quorum Wizard [ %] I
Summary
Eefore “You Begin *You have successfully configured the quarum settings for the cluster.

Select Quomum
Configuration

Configure File Share
ditness

Configure Cluster Quorum Settings B

Confirmation

Configure Cluster

Buarum Settings share: \wuniversehShared

Quorum Configuration: Node and File Share Majority

=
To view the report created by the wizard, click View Repoit.
Ta close this wizard, click Finish. kicllizoo s

7 Click View Report to view a report of the tasks performed, or click
Finish to close the window.

After you configure the cluster quorum, you must validate the cluster.
For more information, refer to

http://technet.microsoft.com/en-us/library/bb676379(EXCHG.80).aspx.
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Configuring Storage

For a smaller virtualization environment, storage is one of the central
considerations in implementing a good virtualization strategy. But
with Hyper-V, VM storage is kept on a Windows file system. You can
put VMs on any file system that a Hyper-V server can access. As a
result, HA can be built into the virtualization platform and storage for
the virtual machines. This configuration can accommodate a host
failure by making storage accessible to all Hyper-V hosts so that any
host can run VMs from the same path on the shared folder. The
back-end part of this storage can be a local, storage area network,
1SCSI, or whatever is available to fit the implementation.

For this architecture, local partitions are used.
The following table lists the minimum storage recommendations to

configure storage for each VM:

System Storage Capacity
Historian and Application 80 GB

Server (GR Node) Virtual

Machine

Application Engine (Runtime 40 GB

Node) Virtual Machine

InTouch and Information 40 GB

Server Virtual Machine

The total storage capacity should be minimum recommended 1TB.

Configuring Hyper-V

Microsoft Hyper-V Server 2008 R2 helps in creating a virtual
environment that improves server utilization. It enhances patching,
provisioning, management, support tools, processes, and skills.
Microsoft Hyper-V Server 2008 R2 provides live migration, cluster
shared volume support, expanded processor, and memory support for
host systems.

Hyper-V is available in x64-based versions of Windows Server 2008 R2
operating system, specifically the x64-based versions of Windows
Server 2008 R2 Standard, Windows Server 2008 R2 Enterprise, and
Windows Server 2008 Datacenter.
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The following are the pre-requisites to set up Hyper-V:

x64-based processor

Hardware-assisted virtualization

Hardware Data Execution Prevention (DEP)

To configure Hyper-V

273

1 Click the Server Manager icon on the toolbar. The Server Manager

window appears.

2 In the Roles Summary area, click Add Roles. The Add Roles
Wizard window appears.

Note: You can also right-click Roles and then click Add Roles Wizard
to open the Add Roles Wizard window.

Add Roles Wizard

i('? Before You Begin

Confirmation

Progress

Results

This wizard helps you instal roles on this seever, You determine which rokas to install basad on the basks you
want this server to perform, such s sharing documents or hosting a Web site.

Before you continue, verify that:

= The Admintstrator acoount has a strong password

+ Network settings, such as static IP addresses, are configured
+ The lakest security updates from Windows Uipdate are installad

If you have to complete any of the preceding steps, cancel the wizard, complete the steps, and then run the
wilzard again.

To conkinue, chick Mext.

I™ ' Skip this page by defauk

Mt > Inst Cancel
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3

View the instructions on the wizard and then click Next. The

Select Server Roles area appears.
Add Roles Wizard *

ﬁz Select Server Roles

Select one or more roles to instal on this server,

Rokes: Description:
[ Active Directory Certificate Services %m;mmm
[ Active Directory Dofain Services wmmwwr'““ )
] active Directory Federation Services [Each virtual machine is a virtualized
] Active Directory Lightweight Directory Sarvices computer system that operstes in an
Progress [] Active Directory Righks Management. Services isolated execution enviranment. This
[ Apphcation Server allowss you bo run multiple operating
HELE P systens sirukaneously.
L_| DHCP Sérver
L_| DN3 Server
] Fax Server
v [
[] Prirkt and Document Services
‘Windows Deployment Services
‘Windows Server Update Services
More sbout server robes

-r.Prwiwsl Nest > I Irys: Cancel I

4 Select the Hyper-V check box and click Next. The Create Virtual

5

Networks area appears.

(Add Roles Wizard [ %]
ﬁi Create Virtual Networks
Before You Begin Virtual machines require virtual networks to communicabe with other computers. Afber you install this role, you
Server Rckes «can create virtual machines and attach them bo a wirtual network.

Hyper-¥ One virtual network will be created for each network adapter you select, We recommend that you create ab
least one virtual network now For use with virtual machines. You can add, remove, and modify your virtual
networks later by using the Yirtual Nekwork Manager.

Confirmation

B HNetwork Adapkers:

— Hame | Wetuwork adapter |

SRS [ Local Area Connection Reakek RTLS139/810x Famiy Fast Ethermat NIC

[ Local Area Connection 2 Broadcom Netitremes 5T:oc Gigabit Controller

(i) We recommend that you reserve one network adspter For remate sccess bo this server. To reserve &
netwark adapter, do not select it for use with a virtual network.

<prevous [ Newt> | oo | canes |

Select the check box next to the required network adapter to make
the connection available to virtual machines. Click Next. The
Confirmation Installation Selections area appears.
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Note: You can select one or more network adapters.

Add Roles Wizard [ x]
i%i Confirm Installation Selections
Before You Begin
Ta install the Folowing roles, role services, or features, dlick Instal,
Server Rokas -
(i) 1 informational message balow
" A Sa0e
Wirtual Networks (i) This sarver might naed to ba restarted after the installstion complates,
~ Hyper-¥
Progress Wirtual Metworks : Local Area Connection
Resuits
[ i o .
< Previous I TExt > Cancel I

6 Click Install. The Installation Results area appears.

Add Roles Wizard B

ig Installation Results

‘i
Before You Begin

Beg One or more of the Folowing roles, role sarvices, or features require you to restart:
Server Roles
¥ 1 warning belows
Hyper-if - e
Virtaal Wetworks ~ Hyper-¥ !, Restart Pending

Confirmation 1, ‘fou must restart this server to finish the installation process.
Frogress

[ close
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7 A message appears prompting you to restart the computer. Click
Close. The Add Roles Wizard pop-up window appears.

ﬂl’.rcaf.l.-t'lmlnr Wizard [ ] I

3-54 Confirmation

Betore You Begn Yiou i rmady o consle & chiter _
s Faneta The wizard vl comale woun chister wath the folowng telings:
W akedlation Waining

e Pebk Cluster: Starsl

mwﬂ Mode: CAPTICH, SRACE COM
Chaster Mode: QEMini.space com

m 1P Address: DHCP address on 10.91.60.0/23

To contirus, chck Nast

<Prvious | [ Next» I Carcel

8 Click Yes to restart the computer.

9 After you restart the computer, log on with the same ID and
password you used to install the Hyper V role. The installation is
completed and the Resume Configuration Wizard window appears
with the installation results.

Eiesamme Configarstion Wizard

i("" Installation Fesults
u

Bubiriryg Canfg st

This Fiohowarey Pobes, Tl Sericd, o FRatints vt it aled succeisfuly

Frogren

EEUE s

., Wiradews subomats; updating i nol eralied. To ercure (Pl your esl-rasled role o Feaiuee &
aestomvatic oy upddabed, furm on Windows Ldate in Conbral Pared,

=! thyper-¥ @ Imtalistion srceeded
1) T acd vabusl machres, wse e Mo Vrtual Maches wired n the Virusization Managemern
cormcle,

| | o= ]

10 Click Close to close the Resume Configuration Wizard window.
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Configuring SIOS (SteelEye) Mirroring Jobs

SIOS (SteelEye) DataKeeper is replication software for real-time
Windows data. It helps replicate all data types, including the
following:

Open files
SQL and Exchange Server databases
Hyper-V .vhd files

SteelEye DataKeeper's ability to replicate live Hyper-V virtual
machines ensures that a duplicate copy is available in case the
primary storage array fails. This helps in disaster recovery (DR)
without impacting production.

SteelEye DataKeeper Cluster Edition is a host-based replication
solution, which extends Microsoft Windows Server 2008 R2 Failover
Clustering (WSFC) and Microsoft Cluster Server (MSCS) features
such as cross-subnet failover and tunable heartbeat parameters. These
features make it possible to deploy geographically distributed clusters.

You can replicate a virtual machine across LAN, WAN, or any
Windows server through SIOS Microsoft Management Console (MMC)
interface. You can run the DataKeeper MMC snap-in from any server.
The DataKeeper MMC snap-in interface is similar to the existing
Microsoft Management tools.

Note: For information on installing the SteelEye DataKeeper, refer to
SteelEye DataKeeper for Windows Server 2003/2008 Planning and
Install Guide and SteelEye DataKeeper for Windows Server 2003/2008
Administration Guide at http://www.steeleye.com. Ensure that the local
security policies, firewall, and port settings are configured as per the
details in these documents.

The following procedures help you set up a virtual machine in the
Disaster Recovery environment.

Creating a DataKeeper Mirroring Job

To set up a virtual machine in the Disaster Recovery environment you
need to first create a SteelEye mirroring job.
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To create a SteelEye DataKeeper mirroring job

1 Click Start, and then from the All Programs menu, click SteelEye
DataKeeper MMC. The DataKeeper window appears.

licst akicrprs  [rrlipr Gl alceprs ) e |

& Dot nagan Jok corames of o o wuoen reisac e A bl pangung o marore s lokw shies s,

K £ s el S T e D f W, WO e R ke s of e
i) Reports Tl pw ke Bl il B poried mpudvadun lobe. The sdewmiraior mu ie corw B e B
v [l e e T T e —— Creaie Joby
] s
dms | B | emowte | Do s
£ Paroreg . ¥
L 1
i Meroregy bgamreer vora b e vobae H -
o Boerng
B Prureng i

2 In the Actions pane, click Create Job. The SteelEye DataKeeper
window appears.

F= SteelEye DataKeeper M=l 3

Create a new job

A job provides a logical grouping of related mirrers and servers. Provide a name
and description for this new job to help remember it.

Job name: ‘ |

Job description: ‘ |

3 Type the relevant job name and description in the Job name and
Job description boxes, and then click Create Job. The New Mirror
window appears.

# Choose a Source
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4 In the Choose a Source area, select the server name, IP address,
and volume and click Next. The Choose a Target area appears.
= New Mirror =1 &3

= Choose a Target

Choose a Source Source server: MERCURY.SPACE.COM
Shared Volumes Seurce IP and mask: 10.91.60.47

Choose a Target Source volume: G

Shi mes

re Detsils Choose the sei

Server: || VENUS SPACE.COM I
LN =

Choose the IP address to use on the server.
IP address:ff 10.51.60.27 | 255.255.254.0 4

Choose the volume on the selected server.
Volume:  [¢ =

Previous Cancel

5 Select the destination server name, IP address, and volume and

click Next. The Configure Details area appears.
= New Mirror =] B3

7 Configure Details

Choose a Source Source servers MERCURY.SPACE.COM

Shared Volumes Source 1P and mask: 10.51.60.47

Choose a Target Source voluma: G

Sharad Volumes
Specify how the data should be compressed when sent to the target:

/

How should the source volume data be sent to the target volume?
* Asynchronous
 Synchronous

Maximum bandwidith: |2 ks,

None

unlimited

previous cancel

6 In the Configure Details area, do the following:
a Move the slider to select the level of data compression.

b Click the relevant option to indicate the mode in which you
want to send the source volume data to the target volume.

€ In the Maximum bandwidth box, type the network bandwidth
to be used for data replication.

Note: Enter “0” to indicate that the bandwidth is unlimited.
d Click Done. The steel eye mirroring job is created.

Disk Management Topologies

After you have completed setting up SteelEye Mirroring Jobs and
created the datakeeper, you can view the topologies.

Open Disk Management to view all the disks which are replicated, by
running the diskmgmt.msc from Run Command Prompt.
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Management

Yolume Layout | Type | File System | Status Capacity | Free Space | % Free | Fault Tolerance
s (C2) Simple  Basic MTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 97.56GE  69.72GE  71% Mo
s Appengine (G:) Simple  Basic  MTFS Healthy {Logical Drive) 390666 32.48GB  83% Mo
s Appserver (E:) Simple  Basic  MTFS Healthy {Logical Drive) 751366 70.25GB  90% Mo
sBackups (K:) Simple  Basic  MTFS Healthy {Logical Drive) 166,28GB 161.64GB 97% Mo
s Historian (D:) Simple  Basic  MTFS Healthy {Logical Drive) 751366 70.08GB 90% Mo
CsInTouch (F:) Simple  Basic  MTFS Healthy {Logical Drive) 390666 32.48GB  83% Mo
CSystem Reserved Simple  Basic  MTFS Healthy (System, Active, Primary Partition) 10ME  72MB 72% Mo

Simple  Basic  MTFS Healthy {Logical Drive) 60.60GE  48.43GB  30% Mo

<

LsDisk 0 T —
Basic © istorian (D: 5 2 || appengine (C (H) Backups (K:)
558,91 GB i 3 3 .| 39,06 GB NTFS . 168.28 GB NTFS
online Healthy (Book, Pz B Healkhy (Logical | |Healthy (Logical [ | |Healthy (Logical | Healthy (Logical | |Healthy (Logical | |Healthy (Logical Dr

After creating all the Mirroring Jobs, Open the SteelEye DataKeepr
Ul from the All Programs menu, click SteelEye DataKeeper MMC. The
DataKeeper window appears.

You can navigate to Job Overview under Reports to view all the Jobs
in one place.

¢7] steelEye Datakesper
1) Jobs
& syncappengine -
& synccR,
&) syncHistorian
& syncwis
&) syncInTouch

1 Server Overview Report

- ‘ FAILOVERTESTOL. MAGELLANDEV2000.DEV.WONDERWARE.COM { FAILOVERTESTO1. MAGELLANDEV2000.DEV.WONDERWARE.COM ) &) Mirroring

& [ Reports Volume | Mirror Role State | File System | Total Size |
Job Overview F Terget @) Mimoring  NfA A
L server Overview D Target & wirroring NfA NJA
E Sowce @ Mimoring  NTFS 43.95GB
H Source &) Mirroring NTFS 43.95GB
1 Souce @) Mimoring  NTFS 43.95 C8
] None (= Not mirrored  NTFS 13.03 GB

% - ‘ FAILOVERTESTO2. MAGELLANDEV2000.DEV.WONDERWARE.COM { FAILOVERTEST02 ) #) Mirroring

Volume | Mirrer Role State | File System | Total Size |
F source & irroring NTFS 43.95 GB
D Souce &) Mimoring  NTFS 43.85 GB
E Target & wirroring NfA
H Target @ Miroring NfA
1 Target @ Mimoring  Nfa
1 None s Not mirrored  NTFS

You can navigate to Server Overview under Reports to view all the
servers involved in job replication in one place.

| Server Overview Report

—

- | MERCURY.SPACE.COM ( MERCURY J  §, Resyncing

volume | Mimor Role | state | File System | Total Size
D Source &) Mirroring NTFs 78.12 GB
E Source &) Mirroring NTFS 7812 GB
F Source &) Mirroring NTFS 39.06 GB
<] Source L Resynding NTFS 39.06 GB
H Source L Resynaing NTFS 60.60 GB
K Nona = Not mirrored  NTFS 166.28 GB

- |VENUS.SPACE.COM (VENUS) /& Resyncing

\inlumel Mirror RD|EI State I File Systeml Total Size
D Target ¥4 Mirroring MNfA NfA
E Target &) Mirroring A MfA
F Target &) Mirroring NfA NfA
be] Target ¥, Resynding MNfA NfA
H Target b Resyndng WA 'y
K Nona = Mot mirrored  NTFS 165.28 GB
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Configuring Virtual Machines

After creating a steel eye mirroring job, you need to create a virtual
machine in the disk.

To configure a virtual machine

1

2

In the Server Manager window, right-click Features and click
Failover Cluster Manager . The Failover Cluster Manager tree
expands.

| IT—re——

1M=] 3
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= . il it it — ——
5 i Foilowvmr Chaiter Manager
= 4] P Mg W wokdiaie o Condupn e,
Jivas 2 Dot i Lty ighlidd bothmet bow pubm sl i (st =
i L cerfguarter changes ko mas ke clusasst 5 reds 4 Oute
E:'Y B Marage o Cucer
e ok | ISR
v P Serres woed appi b ¥
§ dodes i ideray st £ e o incliegeeredand comguern B werk st b Progastes
P— sripbny ol arvces god apphcnana [ chumsssd uarss [oaled nod
 Tr— Dbyt il pll by i F oot o Wbt el iy, it e b L.
I__:I Bt e
Dgresficy
i ordepratin
e S e Y

F Bl D 008

N ]

T borger b e Vmbirvs sy, o walkdat s Puadeears Coriyrsts
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ke g e e el applstans i i Gl g '
Winwiomss S X0 o 'wrediomn Senar 2000 R
BN s s Conboasin, B \oosseda

a | ailas T

Right-click Services and applications, and click Virtual Machines,
and then click New Virtual Machine. The New Virtual Machine
Wizard window appears.

* Before You Begn
R 1 <t o e = et s
Por 8 waristy of wues, e e, arel
Somcly Mame ancd Lok ation i £ Chrge B e ol baler Lot Hypais - Mt .
N M To reshe & vt machiee, B 06 of T folkowrey:
» 0 Firesh 5 crbate & irtusl Fachne that i canfigurid vt Sohill wiluel.
ot irtual Hird Dl » Ol bk b comate 8 vrtual machine st custom confiouneton.
At O
I ot st this pas gy

ord ek £ 84 VDl Svrtines

Carcal
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3 View the instructions in the Before You Begin area and click Next.
The Specify Name and Location area appears.

Befors You Begh Chase e arad location far s vitusl macn,
Thie reaee i chsplayad 1) 1ey7ei-H Manager . Wie secomwend 1R PO (8 & e thst el o sty
e ety ithes vl machire, £uch o the rame of Bhe guest oper shng srsiem o worklosd
ol Nistwbing [ T——
Connadt Virtual Hard Digk oud oo crmate & fokies or wn-mqrdd-romuummmr- o o ot et
Iratakston Cphens Folidor, the vatual machne i stored £ the default fokder onfigured for ths server
ey ¥ Shoes the vt madare 8 i aeent loston
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4 In the Specify Name and Location area, do the following:
a In the Name box, type a name for the virtual machine.

b Select the Store the virtual machine in a different location

check box to be able to indicate the location of the virtual
machine.

¢ In the Location box, enter the location where you want to store
the virtual machine.

Note: You can either type the location or click Browse to select the
location where you want to store the virtual machine.

d Click Next. The Assign Memory area appears.
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Type the recommended amount of memory in the Memory box and
click Next. The Configure Networking area appears.
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Select the network to be used for the virtual machine and click
Next. The Connect Virtual Hard Disk area appears.
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7 Click the Create a virtual hard disk option button , and then do
the following:

a In the Name box, type the name of the virtual machine.

b In the Location box, enter the location of the virtual machine.

Note: You can either type the location or click Browse to select the
location of the virtual machine.

¢ In the Size box, type the size of the virtual machine , and then
click Next. The Installation Options area appears.

Note: You need to click either the Use an existing virtual hard disk
or Attach a virtual hard disk later option, only if you are using an
existing virtual hard disk or you want to attach a virtual disk later.
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8 C(Click the Install an operating system later option and click Next.
The Completing the New Virtual Machine Window area appears.

Note: If you want to install an operating system from a boot

CD/DVD-ROM or a boot floppy disk or a network-based installation
server, click the relevant option.
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9 C(Click Finish. The virtual machine is created with the details you
provided. As we have started this process from the Failover
Cluster Manager, after completing the process of creating a virtual
machine, the High Availability Wizard window appears.
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10 Click View Report to view the report or click Finish to close the
High Availability Wizard window.

Adding the Dependency between the Virtual
Machine and the DataKeeper volume in the Cluster

After creating the virtual machine, you need to add the dependency
between the virtual machine and the datakeeper volume in the
cluster.This dependency triggers the switching of the the source and
target Servers of the SteelEye DataKeeper Volume resource when
failover of the virtual machines occurs in the Failover Cluster
Manager.

To add the dependency between the virtual machine and the
datakeeper volume in the cluster

1 On the Server Manager window, right-click the virtual machine,
that you have created and then point to Add a resource, More
Resources and then click Add DataKeeper Volumes. The Add a
resource menu appears.
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2 The New DataKeeper Volume is added under Disk Drives.
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3 Right-click New DataKeeper Volume , and then click Properties.
The New DataKeeper Volume Properties window appears.
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4 Select the volume that you had entered while creating a SteelEye
mirroring job and click OK. The Selection Confirmation window

appears.
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Note: To modify the selection, click Cancel and modify the detail as
required in the New DataKeeper Volume Properties window, and then
click Apply.
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6 Under Virtual Machine, right-click the name of the virtual
machine that you created. Click Virtual Machine Configuration
and click Properties. The Virtual Machine Configuration Historian
Properties window appears.
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7 Click the Dependencies tab, then from the Resource list, select
the name of the DataKeeper Volume resource that you created and

click OK.
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8 On the Server Manager window, right-click the name of the virtual
machine that you created, and then click Start virtual machines to
start the virtual machine.

Note: You can use the above procedure to create multiple virtual
machines with appropriate names and configuration.

ArchestrA System Platform Virtualization Guide



Working with a Small Scale Virtualization Environment 289

Configuration of System Platform Products in a
Typical Small Scale Virtualization

To record the expected Recovery Time Objective (RTO) and Recovery
Point Objective (RPO), trends and various observations in a small
scale virtualization environment, tests are performed with System
Platform Product configuration shown below.

The virtualization host server used for small scale configuration
consists of three virtual machines listed below.

Node 1: GR, Historian and DAS SI Direct — Windows 2008 R2
Standard edition (64bit) OS with SQL Server 2008 SP1 32 bit

Node 2 (AppEngine): Bootstrap , IDE and InTouch (Managed App) —
Windows 2008 R2 Standard edition (64bit) OS

Node 3: Information Server , Bootstrap and IDE, InTouch Terminal
Service and Historian Client — Windows Server 2008 SP2 (32bit) with
SQL Server 2008 SP1 and Office 2007

Virtual Node I0 tags (Approx.) Historized tags (Approx.)
GR 10000 2500
AppEngine 10000 5000
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Historized tags and their Update Rates for this

Configuration

The following table shows historized tags and their update rates for
this configuration:

Real Time data from DAS SI Direct

Topic Update Rate | Device

Name Items Active Items
Topic 13 1000 480 144
Topic 1 10000 1 1
Topic 2 10000 1880 796
Topic 3 30000 1880 796
Topic 4 60000 1880 796
Topic 5 3600000 1880 796
Topic 7 600000 40 16
Topic 8 10000 1480 596
Topic 9 30000 520 352
Topic 6 1800000 1480 676
Topic 39 1000 4 4
Topic 16 1800000 1000 350

Late tags and buffered tags from DAS test Server

Update Rate | Device

Topic Name Items Active Items
Late Data (1 hour) | 1000 246 112
Buffered Data 1000 132 79
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Application Server Configuration Details
Total No of Engines: 14

Number of objects under each Engine
Engine 1:9
Engine 2: 13
Engine 3: 13
Engine 4 : 225
Engine 5: 118
Engine 6 : 118
Engine 7: 195
Engine 8 : 225
Engine 9 : 102
Engine 10: 2
Engine 11: 3
Engine 12: 21
Engine 13: 1
Engine 14: 1
The total number of DI objects is 6.
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Expected Recovery Time Objective and Recovery
Point Objective

This section provides the indicative Recovery Time Objectives (RTO)
and RecoveryPoint Objectives (RPO) for the load of IO and Attributes
historized shown above and with the configuration of Host
Virtualization Servers and Hyper-V virtual machines explained in the
Setup instructions of Small Scale Virtualization. In addition to these
factors, the exact RTO and RPO depend on factors like storage 1/0
performance, CPU utilization, memory usage, and network usage at
the time of failover/migration activity.

RTO and RPO Observations - DR Small
Configuration

Scenarios and observations in this section:

Scenario Observation

Scenario 1: IT provides "Live Migration" on page 293
maintenance on Virtualization

Server

"Quick Migration" on page 294

"Quick Migration of All Nodes
Simultaneously" on page 295

Scenario 2: Virtualization "Scenario 2: Virtualization

Server hardware fails Server hardware fails" on
page 297

Scenario 3: Network fails on "Scenario 3: Network fails on

Virtualization Server Virtualization server" on
page 299

Scenario 4: Virtualization "Scenario 4: Virtualization

Server becomes unresponsive Server becomes unresponsive"
on page 301

The following tables display RTO and RPO Observations with
approximately 20000 IO points with approximately 7500 attributes
being historized:
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Scenario 1: IT provides maintenance on Virtualization
Server

Live Migration

RPO
Primary Node Products RTO

Data Loss
Tags Duration
GR IAS 14 sec | IAS tag (Script) 20 sec
TAS IO tag 26 sec

(DASSiDirect)
Historian 19 sec Historian Local 22 sec

tag
InTouch Tag 27 sec

$Second
IAS IO Tag 32 sec

(DASSiDirect)
IAS tag (Script) | O (data is SFed)
DAS 21 sec N/A N/A
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Primary Node Products RTO RPO
Data Loss
Tags Duration
WIS InTouch 12 sec $Second 12 sec
WIS 12 sec N/A N/A
Historian Client 12 sec N/A N/A
AppEngine AppEngine 12 sec IAS IO tag 26 sec
(DASSiDirect)
IAS tag Script) 13 sec
InTouch 12 sec $Second 12 sec
Quick Migration
Node Name Products RTO RPO
Data Loss
Tags Duration
GR IAS 147 sec | IAS tag (Script) 160 sec
IAS IO Tag 167 sec
(DASSiDirect)
Historian 156 sec | Historian Local 164 sec
tag
InTouch tag 171 sec
$Second
TAS IO Tag 170 sec
(DASSiDirect)
IAS tag (Script) 0 (data is SFed)
DAS 156 sec N/A N/A
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Node Name Products RTO RPO
Data Loss
Tags Duration
WIS InTouch 91 sec $Second 91 sec
WIS 91 sec N/A N/A
Historian Client 91 sec N/A N/A
AppEngine AppEngine 59 sec IAS IO tag 80 sec

(DASSiDirect)
IAS Tag (Script) 73 sec
InTouch 68 sec $Second 68 sec

Quick Migration of All Nodes Simultaneously
Primary

node Products RTO RPO
Data Loss
Tags Duration
GR IAS 221 sec | IAS tag (Script) 229 sec
TAS IO tag 234 sec

(DASSiDirect)
Historian 225 sec Historian Local 226 sec

tag
InTouch tag 238 sec

$Second
TAS IO tag 242 sec

(DASSiDirect)
IAS tag (Script) 160 sec

DAS 225 sec N/A
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Primary
node Products RTO RPO
Data Loss
Tags Duration
WIS InTouch 225 sec $Second 255 sec
WIS 225 sec N/AS
Historian Client 225 sec N/A
AppEngine AppEngine 150 sec IAS IO tag 242 sec
(DASSiDirect)
IAS tag (Script) 160 sec
InTouch 149 sec $Second 149 sec
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Scenario 2: Virtualization Server hardware fails

The Virtualization Server hardware failure results in failover that is
simulated with power-off on the host server. In this case, the VMs
restart, after moving to the other host server.

Primary node Products RTO RPO
Data Loss
Tags Duration
GR IAS 270 sec | IAS tag (Script) 5 Min 22 sec
IAS IO tag 5 Min 12 sec
(DASSiDirect)
Historian 362 sec Historian Local 6 Min 40 sec
tag
InTouch tag 6 Min 58 sec
$Second
Note: RPO is
dependent on
the time taken
by the user to
start the
InTouchView on
the InTouch
node and the
RTO of the
Historian node,
which historizes
this tag.
IAS IO tag 5 Min 16 sec
(DASSiDirect)
IAS tag (Script) 4 Min 55 sec
DAS 196 sec N/A N/A
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Primary Node Products RTO RPO
Data Loss
Tags Duration
WIS InTouch 240 sec + time | $Second 6 Min 58 sec
taken by the
user to start the Note: RPOis
InTouchView dependent on
the time taken
by the user to
start the
InTouchView on
the InTouch
node and the
RTO of the
Historian node,
which historizes
this tag.
WIS 240 sec + time N/A N/A
taken by the
user to start the
Information
Server
Historian Client 240 sec + time N/A N/A
taken by the
user to start the
Historian Client
AppEngine AppEngine 267 sec TAS IO tag 5 Min 16 sec
(DASSiDirect)
IAS tag (Script) 4 Min 55 sec
InTouch 267 sec + time | $Second 267 sec + time
taken by the taken by the
user to start the user to start the
ITView ITView

Note: RPO is dependent on the time
taken by the user to start the
InTouchView on the InTouch node and
the RTO of the Historian node, which

historizes this tag.
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Scenario 3: Network fails on Virtualization server

The failure of network on the Virtualization Server results in failover
due to network disconnect (Public). Bandwidth used is 45Mbps and
there is no latency. In this case, the VMs restart, after moving to the

other host server.

Primary Node Products RTO RPO
Data Loss
Tags Duration
GR IAS 251 sec | IAS tag (Script) 4 Min 42 sec
TAS IO tag 4 Min 47 sec
(DASSiDirect)
Historian 290 sec Historian local 5 Min 11 sec
tag
InTouch tag 5 Min 10 sec
$Second
Note: RPO is
dependent on
the time taken
by the user to
start the
InTouchView on
the InTouch
node and the
RTO of the
Historian node,
which historizes
this tag.
IAS IO tag 4 Min 42 sec
(DASSiDirect)
IAS tag (Script) 3 Min 58 sec
DAS 191 sec N/A N/A
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Primary Node Products RTO RPO
Data Loss
Tags Duration
WIS InTouch 215 sec + time | $Second 5 Min 10 sec
taken by the
user to start the
InTouchView
Note: RPO is dependent on time
taken by the user to start the
InTouchView on the InTouch node
and the RTO of the Historian node
which historizes this tag.
WIS 215 sec + time N/A N/A
taken by the
user to start the
Information
Server
Historian Client 215 sec + time N/A N/A
taken by the
user to start the
Historian Client
AppEngine AppEngine 209 sec IAS IO Tag 4 Min 42 sec
(DASSiDirect)
IAS tag (Script) 3 Min 58 sec
InTouch 195 sec + time | $Second 195 sec
taken by the
user to start the
ITView

Note: RPO is dependent on time
taken by the user to start the
InTouchView on the InTouch node
and the RTO of the Historian node
which historizes this tag.
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Scenario 4: Virtualization Server becomes unresponsive
There is no failover of VMs to the other host server when the CPU

utilization on the host server is 100%.

Primary Node Products RTO RPO
Data Loss

Tags Duration

GR IAS N/A N/A N/A

N/A N/A

Historian N/A N/A N/A

N/A N/A

N/A N/A

N/A N/A

DAS N/A N/A N/A

WIS InTouch N/A N/A N/A

WIS N/A N/A N/A

Historian Client N/A N/A N/A

AppEngine AppEngine N/A N/A N/A
N/A N/A

InTouch N/A N/A N/A
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Snapshots of Data Trends and Observations

Scenarios and observations in this section:

Scenario

Observation

Scenario 1: IT provides
maintenance on Virtualization
Server

Scenario 2: Virtualization
Server hardware fails

Scenario 3: Network fails on
Virtualization Server

Scenario 4: Virtualization
Server becomes unresponsive

"Live Migration of GR,
Historian" on page 302

"Live Migration of AppEngine"
on page 305

"Live Migration of WIS,
InTouch, HistorianClient" on
page 307

"Quick Migration of GR,
Historian" on page 308

"Quick Migration of AppEngine"
on page 312

"Quick Migration of WIS,
InTouch, HistorianClient" on
page 316

"Quick Migration of all nodes"
on page 317

"Failover due to Hardware
Failure" on page 322

"Failover due to Network
Disconnect (Public)" on page 324

"Hyper-V Virtual Machines with
Static RAM and Reservations for
Processors" on page 327

Scenario 1: IT Provides Maintenance on

Virtualization Server

Live Migration of GR, Historian

Trend

In the following Historian Trend, the GR node tags are:

Tagl: SystemTimeSec tag of Historian

Tag2: I/0 Tag (Integer_001.int1) getting data from
DDESuiteLinkClient_001.Topic39.Reall010000
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Tag3: I/O Tag (Integer_001.bool1) getting data from
DESuiteLinkClient_001.Topic39.Reall010000

Tag4: Script Tag (SineWaveVal_001.SineWaveValue) of GR node.
These are captured in the RPO table for Live Migration of the GR

node.
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In the following Historian Trend, the AppEngine node tags are:

Tagl: SystemTimeSec tag of Historian local tag
Tag2: I/O Tag (P31541.110) getting data from DASSI of GR node

Tag3: InTouch Tag (_ PP$Second) from WIS node Historising to GR
node.

Tag4: Script Tag (Sinewaveval_002.SineWaveValue) of AppEngine
node.
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The IAS tag (script) does not have any data loss as the data is stored in
the SF folder in the AppEnginel node. This data is later forwarded
after Live Migration.
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Observations

GR is Platform1 in the Galaxy deployed. During the Live Migration of
GR, it 1s obvious that there will be an instance during Live Migration
when the following occurs:

GR, Historian will not be able to connect to the other deployed
nodes (Platforms 2, 3, and 4).

Other nodes will not be able to connect to GR (Platform1).

Some data sent from GR will be discarded till the TimeSync utility
is executed and system time of GR is synchronized.

AppEngine node is in the Store Forward mode.

Historian Client trend will not be able to connect to Historian, so
the warning message is expected.

Historian machine’s time is not synchronized during the Live
Migration of Historian, so the “Attempt to store values in the
future” message is expected.

After Live Migration, Historian’s time needs to be synchronized.
Therefore the server shifting warning message is expected.

After the Live Migration of GR,Historian node, the stored data is
forwarded from the AppEngine node. As a result, you see the following
warnings on each of the VM nodes.
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GR node

361375951/26/201112:38:44 AM31243148WarningNmxSvcPlatform 2

exceed maximum heartbeats timeout of 8000 ms.

361375961/26/201112:38:44 AM31243148WarningNmxSvcPlatform 3

exceed maximum heartbeats timeout of 8000 ms.

361375971/26/201112:38:44 AM31243148WarningNmxSvcPlatform 4

exceed maximum heartbeats timeout of 8000 ms.

36137628/26/201112:38:47 AM15122440WarningaahCfgSvc"Server time
is shifting (Expected time, Current time)"
(01/26/11,00:38:45,616, 01/26/11,00:38:26,067) [SGR;
Config.cpp; 2040]

AppEngine node
216391171/26/201112:38:33 AM25562572WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

216392501/26/201112:39:15 AM24522072WarningScriptRuntime

Insert.InsertValueWF: Script timed out.

WIS node

17129361/26/201112:38:33 AM23923052WarningNmxSvcPlatform 1

exceed maximum heartbeats timeout of 8000 ms.

17129451/26/201112:38:47 AM27526332WarningaaAFCommonTypesUnable
to create dataview: Server must be logged on before executing
SQL query: SELECT aaT=DateTime, aaN=TagName, aaDV=Value,
aaSV=CONVERT (nvarchar (512),vValue), aaQ=0PCQuality,
aalQ=Quality, aaQD=QualityDetail, aaS=0

FROM History
WHERE TagName IN ('...

17129561/26/201112:38:47 AM27523136WarningaaAFCommonTypesUnable
to create dataview: Server must be logged on before executing
SQL query: SELECT aaT=DateTime, aaN=TagName, aaDV=Value,
aaSV=CONVERT (nvarchar (512),vValue), aaQ=0PCQuality,
aalQ=Quality, aaQD=QualityDetail, aaS=0

FROM History

WHERE TagName IN ('...

Live Migration of AppEngine
Trends:

In the Historian Trend shown below, the first three tags receive data
from DDESuiteLinkClient in Industrial Application Server (IAS) from
the PLC and are historized from Platform AppEngine.

In the following Historian Trend, the AppEngine node tags are:
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Tagl: SystemTimeSec tag of Historian local tag
Tag2: I/O Tag (P31541.110) getting data from DASSI of GR node
Tag3: Script Tag (Sinewaveval_002.SineWaveValue)

The RPO value is captured in the RPO table of Live Migration of the
AppEngine node. .
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Observations

AppEngine is Platform2 in the Galaxy deployed. During the Live
Migration of AppEngine, it is obvious that there will be an instance
during Live Migration when the following occurs:

AppEngine will not be able to connect to the other deployed nodes
(Platforms 1, 3, and 4